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Overview	

o  Current status at LHC 

•  Focus on most recent results 

o  What can we do with Run 2 data 

o  Electroweak physics in Run 2 
•  Single boson physics: W, Z 
•  Precision measurements 
•  Multi-bosons physics 
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For  any  missing  reference,  public  results  can  be  found  here:	

	
ATLAS:  hEps://twiki.cern.ch/twiki/bin/view/AtlasPublic/StandardModelPublicResults	

	
CMS:  hEp://cms-­‐‑results.web.cern.ch/cms-­‐‑results/public-­‐‑results/publications/SMP/index.html	

	
LHCb:  hEp://lhcbproject.web.cern.ch/lhcbproject/CDS/cgi-­‐‑bin/index.php	




Standard  Model  electroweak  results	

o  A wide range of measurements. 
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Theory prediction

Measurements  in  
forward  region  (LHCb)  
available  for  Z⟶ll  and  
W⟶µμν    	
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Standard  Model  electroweak  results:  
data/predictions  agreement	
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SM  electroweak	




What  changes  with  Run  2	

o  Most electroweak cross 

sections increase by 
roughly a factor 2. 

o  Expected luminosity at 
the end of 2016: roughly 
30 fb-1 

o  To effectively increase 
sensitivity in SM 
processes, we need at 
least 2016 data 
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What  changes  with  Run  2	
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o  Phase space and parton 
luminosities 
•  Larger contributions from 

quark-gluon and gluon-
gluon 

•  Low x region particularly 
interesting for PDF. 

η  coverage	


13  TeV  kinematics	
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Note  complementary  
phase  space  region  
of  LHCb	


W.J.  Stirling,  private  communication.	


hEps://agenda.infn.it/
getFile.py/access?
contribId=72&sessionId=3&
resId=0&materialId=slides
&confId=10549	
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Figure 1: The invariant mass distribution of the selected dimuon candidates.

is typically around 30%. The contribution from the decays of heavy flavour particles is
therefore estimated to be 180± 50 events. The contribution from misidentified hadrons is
determined by considering events which pass the selection requirements except that only
one of the particles is identified as a muon. Multiplying the number of selected events
by the rate at which hadrons are misidentified as muons sets the background level to
be 100 ± 13 events. An alternative estimate of the contribution from these sources is
found by selecting events where both muons have the same charge, but pass all other
selection criteria. The number of such events is 198. The number of events with two
positively charged muon candidates and the number of events with two negatively charged
muon candidates are statistically compatible with the assumption of no charge asymmetry.
The di↵erence between this number and the sum of the hadron misidentification and
heavy-flavour contributions is assigned as an additional uncertainty on the purity estimate.
The contribution from Z! ⌧⌧ decays where the ⌧ particles subsequently decay to muons
is estimated from Pythia 8 simulation [18] to contribute 30± 10 events. The background
from muons produced in top-quark decays satisfying the selection criteria is determined
from Pythia 8 simulation [18] normalised to the measured cross-section at the ATLAS
experiment [30] and is estimated to be 28± 10 events. The background from WW decays
is also determined from Pythia 8 simulation [18] and found to be negligible. Overall,
the purity of the sample, ⇢, is estimated to be ⇢ = (99.2± 0.2)%, consistent with purity
estimates found in previous measurements at lower centre-of-mass energies [3, 4]. As
before, the purity is treated as being independent of the variables studied. An uncertainty
associated with this assumption is discussed in Sect. 5.

3

W  and  Z  at  13  TeV	
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Figure 2: Transverse mass distributions from the W → eν and W → µν selections (top) and dilepton mass distri-
butions from the Z → e+e− and Z → µ+µ− selections (bottom). The predicted signal distributions are normalised
to the measured cross sections as presented in this paper. The shaded bands in the histograms encompass the un-
certainties described in Table 2. In addition to these uncertainties in the correction factors, the uncertainties in the
evaluation of the multijet background in the W±-boson analysis are included in the shaded bands.

7 Results

The mT and m"" distributions after the final selection are shown in Figure 2 for theW → eν,W → µν and
Z → e+e−, and Z → µ+µ− channels, respectively, for the data compared to the predictions, normalised
to the measured cross section. All elements necessary to calculate the cross sections for W+, W− and
Z-boson production and decay in the electron and muon channels are summarised in Table 3. The derived
fiducial and total cross sections are also presented in this table, along with their statistical, systematic,
and luminosity uncertainties.

9

o  First 13 TeV results recently published: 
•  W and Z cross section from CMS (SMP-15-004, SMP-15-011) 

and ATLAS (arXiv:1603.09222) 
•  Z⟶μμ from LHCb (LHCb-CONF-2016-002) 

 
, 294 pb�1



W  and  Z  at  13  TeV:  results	

o  Measured cross sections provides a test of different PDF 

sets in orthogonal phase spaces. 
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Figure 4: Ratio of the predicted to measured fiducial cross section for the combined electron and muon channels
using various PDFs. The inner (outer) band corresponds to the experimental uncertainty without (with) the lumin-
osity uncertainty. The inner error bar of the predictions represents the PDF uncertainty while the outer error bar
includes the sum in quadrature of all other systematic uncertainties.

JER, EmissT and multijet background, only affect W±-boson measurements. The correlation model used
for combining the multijet W+ and W− uncertainties in each lepton channel is defined by:

δ(W±)2 = δ(W+)2 + δ(W−)2 + 2ρδ(W+)δ(W−), (2)

performed separately for each source of systematic uncertainty considered for this background. All such
uncertainties are considered to be uncorrelated between the electron and muon channels except that of
the jet-energy-scale variation. The correlation coefficient, ρ, is obtained from the uncertainties evaluated
separately for theW+ andW− channels (δ(W+), δ(W−)), and repeating the multijet background extraction
without selecting the final-state charge (δ(W±)). The correlations of the systematic uncertainties vary
from 0.2 to 1 (fully correlated), depending on the lepton channel and type of uncertainty. The common
normalisation uncertainty due to the luminosity calibration is excluded from the combination procedure
and applied separately to the result.

The combination yields a χ2/Nd.o.f. = 3.0/3, indicating excellent compatibility of the measurements.
Table 1 gives the resulting combined cross sections. There is a reduction of uncertainty compared to indi-
vidual electron and muon channel measurements since many of the systematic error sources are uncorrel-
ated. The combined fiducial cross sections are extrapolated to the full phase space using the acceptance
factors of Table 3. These total cross sections are also reported in Table 1.

The combined fiducial cross sections are compared in Figure 4 to the predictions, which are calculated
using different PDF sets. The measurements agree well with the predictions and the experimental preci-
sion is comparable to the PDF uncertainties; however, the total precision is diluted by the uncertainty of
the preliminary luminosity calibration.

Ratios of the measured cross sections benefit from the cancellation of some experimental uncertainties.
The ratios of W+ to W− and W± to Z-boson production, measured by the ATLAS, CMS, and LHCb
collaborations in the past [24, 53–56], proved to be powerful tools to constrain PDF fits. The ratio of W+
to W−-boson cross sections is mostly sensitive to the difference of uv and dv valence-quark distributions
at low Bjorken-x, while the ratio of W± to Z constrains the strange-quark distribution [18].
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Figure 2: The fiducial cross-section compared between theory and data. The bands correspond
to the data, with the inner band corresponding to the statistical uncertainty and the outer band
corresponding to the total uncertainty. The points correspond to O(↵2

S

) predictions with di↵erent
PDF sets. The inner error bars on these points are due to the PDF uncertainty, with the outer
error bars giving the contribution of all uncertainties.

is measured in a fiducial acceptance defined by the muon pseudorapidity in the range
2.0 < ⌘ < 4.5, transverse momenta p

T

> 20 GeV, and where the dimuon invariant mass is
in the range 60 < M(µµ) < 120 GeV. The cross-section is measured to be

�

Z!µµ = 198.4± 1.0± 4.7± 7.7 pb,

where the uncertainties are due to the sample size, systematic e↵ects, and the luminosity
determination respectively. In addition, the measurement is performed di↵erentially as
a function of the Z boson rapidity, transverse momentum and �

⇤
⌘. The measurement is

compared to theoretical predictions calculated at O(↵2

S

) in pQCD as a function of the
boson rapidity. The results do not favour one specific parton distribution function, but
the di↵erences between the PDF sets suggest that with more data LHCb results will
significantly constrain the PDFs. In addition, predictions from Pythia 8 describe the
di↵erential cross-sections as a function of the Z boson transverse momentum and �

⇤
⌘ much

better than predictions from Powheg + Pythia 8 using the default Powheg settings
and the Monash 2013 tune of Pythia 8.
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Forward  
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Central  
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Central  
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Z⟶µμµμ	


Z⟶µμµμ	

W⟶µμν	


arXiv:1603.09222	


LHCb-­‐‑CONF-­‐‑2016-­‐‑002	


SMP-­‐‑15-­‐‑004	
 SMP-­‐‑15-­‐‑004	
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Figure 5: Ratios (red line) ofW+ toW− boson (left) andW± to Z boson (right) combined production cross sections
in the fiducial region compared to predictions based on different PDF sets. The inner (yellow) shaded band corres-
ponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties added
in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars.

The systematic uncertainties of the ratio measurements are largely uncorrelated between the electron and
muon channels, apart from the common luminosity uncertainty. However, there is a strong correlation
between W+ and W−-boson measurements and between theW± and Z-boson results for the same-flavour
measurement. The results for the W+/W− and W±/Z ratios of fiducial production cross sections in the
combined electron and muon channels are given in Table 1 and compared to predictions in Figure 5.
The dominant components of the systematic uncertainty in the W±/Z ratio are from both the multijet
background and the jet-energy scale/resolution while that of the W+/W− ratio is from the uncorrelated
part of the multijet background uncertainty. For the ratios RW+/W− = σfidW+/σ

fid
W− and RW/Z = σ

fid
W±/σ

fid
Z ,

several predictions agree within quoted uncertainties, although all predictions are above the central value
for the data in both cases.

8 Conclusion

Measurements with the ATLAS detector at the LHC of the W → "ν and Z → "+"− production cross
sections based on 938,158 and 79,907 candidates, respectively, are presented. These results correspond
to a total integrated luminosity of approximately 81 pb−1of proton–proton collisions at

√
s = 13 TeV,

the highest centre-of-mass energy ever available from a collider. The size of the W± and Z-boson pro-
duction cross sections at this LHC Run-2 centre-of-mass energy are enhanced by a factor of nearly two
from those at

√
s = 7 TeV and 8 TeV in Run-1. The measurements of the fiducial cross sections of

W+, W−, and Z-boson production are made separately in the electron and muon decay channels and are
found to be consistent between the two channels. The datasets for electron and muon decay channels are
then combined using a methodology which accounts for the correlations of the experimental systematic
uncertainties. The measured fiducial and total cross sections are found to agree with theoretical calcu-
lations based on NNLO QCD with NLO EW corrections. Apart from a global luminosity uncertainty
of 5%, the experimental uncertainties in these cross sections measured in the W± and Z-boson channels
are found to be just under 3% and 1%, respectively. The measurements of cross-section ratios benefit
from the cancellation of some experimental uncertainties, and are powerful tools to constrain PDF fits. In
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W  and  Z  at  13  TeV:  results  (2)	
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o  Expected PDF improvements 
•  W charge asymmetry  

•  Studied as a function of η in Run 1 (ATLAS: CERN-PH-EP-2011-143; 
CMS: CERN-EP/2016-043; LHCb: CERN-PH-EP-2015-301) 

•  Forward-backward asymmetry in Drell-Yan 
•  V+jets: more in QCD session 
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Figure 5: Ratios (red line) ofW+ toW− boson (left) andW± to Z boson (right) combined production cross sections
in the fiducial region compared to predictions based on different PDF sets. The inner (yellow) shaded band corres-
ponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties added
in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars.

The systematic uncertainties of the ratio measurements are largely uncorrelated between the electron and
muon channels, apart from the common luminosity uncertainty. However, there is a strong correlation
between W+ and W−-boson measurements and between theW± and Z-boson results for the same-flavour
measurement. The results for the W+/W− and W±/Z ratios of fiducial production cross sections in the
combined electron and muon channels are given in Table 1 and compared to predictions in Figure 5.
The dominant components of the systematic uncertainty in the W±/Z ratio are from both the multijet
background and the jet-energy scale/resolution while that of the W+/W− ratio is from the uncorrelated
part of the multijet background uncertainty. For the ratios RW+/W− = σfidW+/σ

fid
W− and RW/Z = σ

fid
W±/σ

fid
Z ,

several predictions agree within quoted uncertainties, although all predictions are above the central value
for the data in both cases.

8 Conclusion

Measurements with the ATLAS detector at the LHC of the W → "ν and Z → "+"− production cross
sections based on 938,158 and 79,907 candidates, respectively, are presented. These results correspond
to a total integrated luminosity of approximately 81 pb−1of proton–proton collisions at

√
s = 13 TeV,

the highest centre-of-mass energy ever available from a collider. The size of the W± and Z-boson pro-
duction cross sections at this LHC Run-2 centre-of-mass energy are enhanced by a factor of nearly two
from those at

√
s = 7 TeV and 8 TeV in Run-1. The measurements of the fiducial cross sections of

W+, W−, and Z-boson production are made separately in the electron and muon decay channels and are
found to be consistent between the two channels. The datasets for electron and muon decay channels are
then combined using a methodology which accounts for the correlations of the experimental systematic
uncertainties. The measured fiducial and total cross sections are found to agree with theoretical calcu-
lations based on NNLO QCD with NLO EW corrections. Apart from a global luminosity uncertainty
of 5%, the experimental uncertainties in these cross sections measured in the W± and Z-boson channels
are found to be just under 3% and 1%, respectively. The measurements of cross-section ratios benefit
from the cancellation of some experimental uncertainties, and are powerful tools to constrain PDF fits. In
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o  Cross sections ratio provides lower 
uncertainties. 

Ø How much can we improve PDFs? 



Differential  cross  sections	
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o  PT and φη* spectrum 
•  pT is very sensitive to QCD 

corrections and PDF 
•  φη*: reflects pT angular 

component 
•  introduced to remove 

uncertainties from energy 
measurement. 

o  Channel: Z/γ* ⟶ l+l- 
•  CMS and LHCb provided first 13 TeV results (CMS-PAS-

SMP-15-011, LHCb-CONF-2016-002) 
•  ATLAS: detailed study on 8 TeV data (arXiv:1512.02192) 
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Example  of  φη*  distribution  	


arXiv:1512.02192	
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Differential  cross  sections	

o  Z/γ* ⟶ l+l-, at 8 TeV 

o  All studied generators are 
unable to describes data 
through all the kinematic range 
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Figure 4: The di↵erential cross-section as a function of the Z boson transverse momentum,
compared between theory and data. The bands correspond to the data, with the inner band
corresponding to the statistical uncertainty and the outer band corresponding to the total
uncertainty. The points correspond to the theoretical predictions from the di↵erent generators
and tunes, with the uncertainties being due to the statistical precision of the prediction. The
di↵erent predictions are displaced horizontally within bins to enable ease of comparison. The
upper plot shows the di↵erential cross-section, and the lower plot shows the ratios of the
theoretical predictions to data.
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Single  boson  in  Run  2	

o  Replicate a full study at 13 TeV 

o  Will provide higher statistics in high pt tails 
•  Sensitive to EWK corrections 
•  Useful for searches 

o  Differential cross sections are fundamental inputs to 
precision measurements (next slides) 
•  13 TeV statistics will allow finer binning in soft region: 

systematic constraints for W mass measurement. 
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Precision  measurements	

o  Test of the Standard Model (SM) through precision 

measurements of fundamental parameters. 

o  Of particular interest for electroweak physics at 
LHC: 
•  W mass, MW 

•  SM consistency check: simultaneous indirect 
determination of top quark, Higgs boson and W mass. 

•  sin2(ϑW) 
•  LEP/SLD precision measurement legacy: inconsistent 

results, discriminate between them. 

17/05/16 13 



W  mass	


17/05/16 14 

o  High precision needed 
MW (global EW fit) = 80.358± 0.008 GeV

MW (exp.) = 80.385± 0.015 GeV

o  MW extracted fitting the Jacobian peak of W⟶lν 
spectrum 
•  Used variables: mT(lν), pT(l), ET

miss 

•  To achieve ~10 MeV precision on MW we need permille 
precision on pT(l) spectrum [arXiv:1501.05587v2] 

o  Sensitive to PDF and higher orders corrections 

[pdg.lbl.gov]	

[arxiv:1407.3792]	




W  mass  at  LHC	

o  Analysis in progress in ATLAS/CMS (no public result) 
o  Proof of principle from CMS: Z⟶μμ mass removing one 

muon (CMS PAS SMP-14-007). 
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11

matrix are diagonalized and varied individually, both for data and MC corrections. The two
uncertainties are then summed in quadrature.

Two sources of systematic uncertainties for the mass fits are associated with the recoil cor-
rections. The first is the propagation of the statistical uncertainty of the recoil fits due to the
limited statistical accuracy of the calibration sample. The fit covariance matrices for the 21 pa-
rameters on uk and the 15 on u? are diagonalized, and the effect of each eigenvector variation
is evaluated. The most significant contribution to this uncertainty is the statistical uncertainty
of the data sample. The second uncertainty reflects the deviation from the perfect closure of
the calibration fits. This is estimated with an alternative model based on an adaptive kernel es-
timation probability density function. A third uncertainty reflecting the background modeling
in the recoil fit model is evaluated by using recoil corrections obtained without considering the
background component and is found to be negligible.

The associated PDF uncertainties are evaluated with the NNPDF 2.3 at NLO set, through a
MC-like approach: we test all 100 NNPDF members and compute the standard deviation.

The systematic uncertainty associated with the QED modeling is evaluated by comparing the
templates obtained by reweighting the invariant mass distributions with different configura-
tions at generator level, in the full phase space, after final state radiation. The central choice
is POWHEG NLO EW+QCD interfaced to PYTHIA 8 for both QCD and QED showers, while the
alternative configuration is obtained by switching off the NLO EW contribution.

The correction factors used to reweight the simulation to data, described in Section 7.3, have
been independently estimated on the events with odd and even event number. The differences
in the fit results have been assigned as a systematic uncertainty.

The expected uncertainties are collected in Table 2, symmetrizing the largest value between the
±1s variations.

Table 2: Uncertainties on MWlike
Z , in MeV, obtained with the three fitting variables. Both the

MWlike
Z

+ and MWlike
Z

� cases are reported.
MWlike

Z
+ MWlike

Z
�

Sources of uncertainty pT mT 6ET pT mT 6ET

Lepton efficiencies 1 1 1 1 1 1
Lepton calibration 14 13 14 12 15 14
Recoil calibration 0 9 13 0 9 14
Total experimental syst. uncertainties 14 17 19 12 18 19
Alternative data reweightings 5 4 5 14 11 11
PDF uncertainties 6 5 5 6 5 5
QED radiation 22 23 24 23 23 24
Simulated sample size 7 6 8 7 6 8
Total other syst. uncertainties 24 25 27 28 27 28
Total systematic uncertainties 28 30 32 30 32 34
Statistics of the data sample 40 36 46 39 35 45
Total stat.+syst. 49 47 56 50 48 57

9 Results

The comparison between data and simulation is reported in Fig. 5 for the lepton pT, transverse
mass, and 6 ET, in the positive and negative Wlike cases, for the corresponding best fit mass

•  20 MeV precision on 
calibrations is at 
hand 

•  Concentrate on 
theoretical 
systematics 

o  Improvement expected from LHCb 
•  adding information from forward region could increase 

the precision of roughly 30% [arXiv:1508.06954v2] 

[MeV]	




sin2(ϑW)  in  Z/γ*⟶l+l-­‐‑  events  	

o  ATLAS / LHCb: 7/8 TeV results (arXiv:1503.03709v2/arXiv:

1509.07645v2), older (2011) result from CMS (arXiv:1110.2682v2). 
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•  Quark direction 
assumed to 
correspond with that 
of the Z 

•    
•  Valence quark: 

more likely to have 
the largest 
momentum. 

•  Better sensitivity in 
the forward region 

o  We measure sin2(ϑeff):  
•  proportional to sin2(ϑW), includes radiation corrections. 

uu, dd ! Z

1 Introduction
In the Standard Model (SM), the Z boson couplings di�er for left- and right-handed
fermions. The di�erence leads to an asymmetry in the angular distribution of positively
and negatively charged leptons produced in Z boson decays. This asymmetry depends
on the weak mixing angle (◊

W

) between the neutral states associated to the U(1) and
SU(2) gauge groups, i.e. the relative coupling strengths between the photon and the Z
boson. In order to compare directly with previous experimental determinations, a scheme
is adopted in which the higher order corrections to the Z boson couplings are absorbed
in e�ective couplings. The resulting e�ective parameter sin2◊e�

W is defined as a function
of the ratio of the vector and the axial-vector e�ective couplings of the Z boson to the
fermions involved [1], and is proportional to sin2◊W.

Defining ◊ú as the polar angle of the negatively charged lepton in the Collins-Soper [2]
frame, in which the direction of the z-axis is aligned with the di�erence of the incoming
proton momentum vectors in the dimuon rest frame, the di�erential cross section in the
SM at leading order is

d‡

d cos ◊ú = A(1 + cos2 ◊ú) + B cos ◊ú.

Here A and B are coe�cients that depend on the dimuon invariant mass, mainly because of
interference between Z and “ú contributions, the colour charge of the quarks and the vector
and axial-vector couplings. The parameter B is a function of sin2◊W and is proportional
to the forward-backward asymmetry AFB, which is given by

AFB © NF ≠ NB
NF + NB

,

where NF represents the number of forward decays (cos ◊ú > 0) and NB the number of
backward decays (cos ◊ú < 0). The Collins-Soper frame is used because it minimises the
impact of the transverse momentum of the incoming quarks on the identification of forward
and backward decays.

In this paper the asymmetry of the angular distribution of muons in Z æ µ+µ≠ decays1

is measured using proton proton collision data collected by the LHCb experiment at
centre-of-mass energies of

Ô
s = 7 and 8 TeV, corresponding to an integrated luminosity

of 1 fb≠1 and 2 fb≠1 respectively. The asymmetry as a function of the dimuon invariant
mass is used to determine sin2◊e�

W .
Comparisons of the determinations of the weak mixing angle from processes with

di�erent initial and final state fermions provide a test of the universality of the fermion
to Z couplings. The most accurate measurement of sin2◊e�

W at the LEP experiments
was obtained from the forward-backward asymmetry in b quark final states [1], and at
the SLD experiment by measuring the left-right asymmetry with polarised electrons [3].
Determinations of sin2◊e�

W have also been obtained in hadronic production processes with
1In the following Z is used to denote the Z/“ú contributions.

1

o  Extracted fitting AFB as a function of di-lepton invariant mass. 
Expected  AFB  as  a  
function  of  Mll	




sin2(ϑW)  latest  results	
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arXiv:1509.07645v2	


o  LHCb has the highest sensitivity. 

•  statistically dominated. 

•  ATLAS has similar precision, but 
dominated by PDF uncertainty 

o  CDF approach may 
help (arXiv:0911.2850v4, 
arXiv:1512.08256v1) 

•  corrects for AFB diluition, 
reweight dependent 
on polar angle ϑ    

o  PDFs can be improved 
by in situ measurements  



Future  prospects  for  precision  
measurements	


o  Improving precision in  next 
year(s) results rely on 
•  Theoretical calculation 
•  PDF constraint 

•  New data available 
•  Larger contribution from 

sea quarks: constraints 
at low x needed 

•  Detector calibration 
•  Larger PileUp to handle 

(especially ATLAS/CMS) 
•  Statistics 

•  Allow more sensitive 
approaches as AFB in 
bins of ηZ 
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26 Study of Electroweak Interactions at the Energy Frontier
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Figure 1-7. Fit results for the present and assumed future scenarios. Left: fit contours for MW versus
sin2

✓

`
e↵

compared to the direct measurements; in blue, orange and green the present, LHC and ILC/GigaZ
scenarios are shown, respectively. For the future scenarios the central values of the input measurements are
adjusted to reproduce the SM with MH ' 126 GeV; horizontal and vertical bands indicate today’s and the
expected future precision of the direct measurements. Right: constraints of the oblique parameters S and
T , with U = 0 fixed, for the present data (blue), the present uncertainties with central values adjusted to
obtain MH ' 126GeV (light blue), the LHC (green) and ILC/GigaZ prospects (orange).

The results for the general MSSM can be obtained in an extensive parameter scan [120]. The ranges of the
various SUSY parameters are given in Table 1-14. µ is the Higgsino mixing parameter, MF̃i

denotes the soft
SUSY-breaking parameter for sfermions of the ith family for left-handed squarks (F = Q), right-handed up-
and down-type squarks (F = U,D), left-handed sleptons (F = L) and right-handed sleptons (F = E). Af

denotes the trilinear sfermion-Higgs couplings, M3 the gluino mass parameter and M2 the SU(2) gaugino
mass parameter, where the U(1) parameter is fixed as M1 = 5/3s2w/c

2
wM2. MA is the CP-odd Higgs boson

mass and tan� the ratio of the two Higgs vacuum expectation values.

Parameter Minimum Maximum

µ -2000 2000

MẼ1,2,3
= ML̃1,2,3

100 2000

MQ̃1,2
= MŨ1,2

= MD̃1,2
500 2000

MQ̃3
100 2000

MŨ3
100 2000

MD̃3
100 2000

Ae = Aµ = A⌧ -3MẼ 3MẼ

Au = Ad = Ac = As -3MQ̃12
3MQ̃12

Ab -3max(MQ̃3
,MD̃3

) 3max(MQ̃3
,MD̃3

)

At -3max(MQ̃3
,MŨ3

) 3max(MQ̃3
,MŨ3

)

tan� 1 60

M3 500 2000

MA 90 1000

M2 100 1000

Table 1-14. MSSM parameter ranges. All parameters with mass dimension are given in GeV.

Community Planning Study: Snowmass 2013

•  Energy region of interest quite low for ATLAS/CMS trigger 
thresholds: trigger optimization could be needed. 

Global  SM  fit	

From  ‘Snowmass’  (arXiv:1310.6708v1)  	


o  Expected improvements 
from future colliders. 

 
 



Multibosons	

o  Associated production of two (diboson) 

or more gauge bosons. 
•  In this talk: 

•  Diboson 
•  Vector Boson Fusion (VBF) 
•  Vector Boson Scattering (VBS) 
•  Tri-bosons 

o  Fundamental test of gauge bosons self 
interactions 
•  Eventual deviations from expected 

couplings may be induced by new 
physics. 

•  Anomalous Triple (Quartic) Gauge 
Coupling or aTGC (aQGC)  

o  Major backgrounds to Higgs physics 
and exotic searches. 
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gluon fusion through a quark loop; these are the non-resonant gg! W+W� and the resonant Higgs boson
gg ! H ! W+W� production processes in Figures 1(c) and 1(d). All of these are considered as signal
processes in this analysis.

q̄
0

q

q
00

W

W

(a) t- channel

q̄

q

W

W

Z/�⇤

(b) s- channel (TGC vertex)

g

g

W

W

(c) gluon fusion

g

g

W

W

H

(d) Higgs boson production

Figure 1: (a) The SM tree-level Feynman diagram for WW production through the qq initial state in the t-channel.
(b) The corresponding tree-level diagram in the s-channel, which contains the WWZ and WW� TGC vertices. (c)
The gluon fusion process, which is mediated by a quark loop. (d) The Higgs boson production process through
gluon fusion and the subsequent decay of the Higgs boson to WW.

The WW candidate events are selected in fully leptonic decay channels, resulting in final states of
e±(�)
⌫eµ⌥

(�)
⌫µ, e+⌫ee�⌫̄e and µ+⌫µµ�⌫̄µ. In the following, the di↵erent final states are referred to as eµ, ee

and µµ.

Backgrounds to these final states originate from a variety of processes. Top-quark production (tt̄ and the
associated production of a single top quark and a W boson) also results in events with W pairs. In this
case, the W bosons are, however, accompanied by b-quarks that hadronise into jets. To enhance the purity
of the signal candidates, events are rejected if any jets above a certain transverse momentum threshold are
present in the final state. The Drell–Yan background is suppressed by requirements on missing transverse
momentum, caused in WW events by final-state neutrinos. For final states with same-flavour leptons,
a veto on dilepton invariant masses close to the Z pole mass is used. Other backgrounds stem from
the W+jets or multijet production processes where one or more jets are misidentified as leptons. Diboson
processes such as production of a heavy boson with an o↵- or on-shell photon or a Z boson, WZ(�⇤), W/Z+
� and ZZ production, where one of the leptons falls outside the acceptance of the detector or a photon
converts to an electron–positron pair, are additional sources of backgrounds. Backgrounds stemming from
top-quark, Drell–Yan, W+jets and multijet production are evaluated using partially data-driven methods,
where simulated event samples are only used to describe the shape of kinematic distributions or to validate
the methods. The background from diboson production processes is modelled using Monte Carlo samples
normalised to the expected production cross section using theoretical calculations at the highest available
order. Other processes, such as double parton interactions, vector-boson fusion processes or associated
WH production, resulting in eµ, ee and µµ final states are not considered explicitly in the analysis as their
contribution to the selected event sample is expected to be negligible (<0.6%).

The eµ, ee and µµmeasurements of the total WW production cross section are combined using a likelihood
fit that includes the branching fractions into electrons or muons, whereas the fiducial cross sections are
calculated per final state. Contributions from leptonic ⌧-decays are not included in the definitions of the
fiducial cross sections in order to allow comparisons with existing theoretical predictions. Because of its
larger signal acceptance and smaller background, only the eµ final state is used to measure di↵erential
cross sections and to set limits on anomalous triple-gauge-boson-couplings.

The di↵erential cross sections are reported as a function of the transverse momentum of the leading lepton,

4

TGC	


QGC	




Diboson:  ZZ	
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Figure 1: (a) Invariant mass m`` of the leading-pT,`` versus the subleading-pT,`` lepton pair (``), before the require-
ment 66 GeV < m`` < 116 GeV is applied. The dashed lines indicate this requirement. (b) Invariant mass, (c)
transverse momentum, and (d) rapidity of the four-lepton system in selected events. The points represent experi-
mental data. The filled histograms show the signal prediction from simulation, including the qq and loop-induced
gg-initiated process. The contributions are stacked. In the simulation, the prediction from Powheg + Pythia 8 com-
bined with Sherpa is scaled to the O(↵2

S) prediction. The uncertainties in the simulation are from the same sources
as the CZZ uncertainty. In addition, 6% ZZ cross-section uncertainty and 5% integrated-luminosity uncertainty are
included. The expected background of 0.62+1.08

�0.11 events is not shown as a histogram due to its small size.
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CERN-­‐‑PH-­‐‑EP-­‐‑2015-­‐‑318  	


CMS  PAS  SMP-­‐‑16-­‐‑001  	


o  Multiple studies by ATLAS and CMS 
•  ZZ⟶4l  

•  Also studies of inclusive 4-lepton cross section (ATLAS, CERN-PH-EP-2015-220). 
•  ZZ⟶2l2ν  

o  Still statistic dominated at 8 TeV 
o  First results at 13 TeV with 2015 data 



CMS-­‐‑PAS-­‐‑SMP-­‐‑16-­‐‑002  	


theory
Z±Wσ / fid.

Z±Wσ
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Figure 2: Ratio of the measured W

±
Z integrated cross sections in the fiducial phase space to the NLO SM prediction

from Powheg+Pythia using the CT10 PDF set and renormalisation and factorisation scales µ
R

= µ
F

= m

WZ

/2, in
each of the four channels and for their combination. The inner and outer error bars on the data points represent the
statistical and total uncertainties, respectively. The shaded orange band represents the uncertainty associated with
the SM prediction.

where besides the statistical and systematic uncertainties a theory uncertainty (th.) has been included
from the propagation of the theoretical uncertainty on A

WZ

to the total cross section. The measurement is
to be compared to the SM expectation calculated with Powheg+Pythia of 21.0 ± 1.6 pb.

11.2 Di↵erential cross sections

For the measurements of the di↵erential distributions, all four decay channels, eee, eµµ, µee, and µµµ,
are added together. The resulting distributions are unfolded with a response matrix computed using a
Powheg+Pythia MC signal sample that includes all four topologies and divided by four such that cross
sections refer to final states where the W and Z decay in a single leptonic channel with muons or elec-
trons.

The W

±
Z production cross section is measured as a function of the transverse momentum of the Z and W

boson, p

Z

T and p

W

T (Figure 4), as a function of the transverse mass of the W

±
Z system m

WZ

T (Figure 5), as
a function of the pT of the neutrino associated with the decay of the W boson, p

⌫
T, and as a function of the

absolute di↵erence between the rapidities of the Z boson and the lepton from the decay of the W boson,
|y

Z

� y`,W | (Figure 6).

The di↵erential cross sections as a function of the transverse momenta of the neutrino or of the lepton
from the W decay are interesting because of their sensitivity to the polarization of the W boson. Exper-
imentally, given the fiducial phase space of the measurement, the p

⌫
T observable has the advantage of

probing lower transverse momenta than the transverse momentum of the lepton from the W boson decay,

21

CERN-­‐‑EP-­‐‑2016-­‐‑017  	

Diboson:  WW  /  WZ	
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Figure 8: Comparison of the measured fiducial cross sections with various theoretical predictions. The comparison
is made for all final states, eµ (top left), ee (top right) and µµ (bottom left). The bottom right figure shows the
measured and predicted fiducial cross sections normalised to the respective measured values for all final states.
Theoretical predictions are indicated as black markers with grey error bands, while the central value of the measured
cross sections is indicated by a blue line with red lines showing the statistical uncertainty and blue bands for the
total uncertainty including statistical and systematic uncertainties.
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CMS-­‐‑SMP-­‐‑14-­‐‑016	
CERN-­‐‑PH-­‐‑EP-­‐‑2015-­‐‑323  	


o  Analysis from ATLAS and CMS 
•  Fully leptonic at 7 and 8 TeV, 13 TeV (only 

CMS) 
 

o  WZ data exceed MC of roughly 2 σ at 8 
TeV. 
•  Not confirmed by first result at 13 TeV. 

o  Similar effect observed by ATLAS in 
WW(+0jets) 
•  Jet veto enhances contributions beyond 

fixed-oreder calculation 
•  CMS reweights MC to pt-resummed 

calculation. 

Disagreement  
reduces  with  
increasing  MC  
precision	
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Figure 3. (a) Distributions of the dijet invariant mass for the sum of the electron and muon
channels after the likelihood fit. The error bars represent statistical uncertainties, and the stacked
histograms are the signal and background contributions. The normalisations and shapes of the
histograms are obtained from the best fit to the data, after being allowed to vary within their
systematic uncertainties. The lower panel displays the ratio between the data and the total fit
result, including both signal and backgrounds. The hatched band shows the systematic uncertainty
on the fitted signal plus background. (b) Distribution of the background-subtracted data for the
sum of the electron and muon channels. The error bars represent the statistical error on the data.
The superimposed histogram shows the fitted signal and the hatched band shows the systematic
uncertainty on the background after profiling the nuisance parameters.

of the reconstructed hadronically decaying V , p
Tjj

. The event selection is the same as used
for the cross-section measurement, except that m

jj

is additionally required to be between
75 and 95 GeV to improve the signal-to-background ratio. The m

jj

range and the binning
of the p

Tjj

histogram are chosen to optimise the expected aTGC limits.

To quantify possible deviations from the SM affecting triple gauge boson vertices, the
couplings of the WWZ and WW� vertices are described in terms of five dimensionless
parameters: �

�

, �
Z

, 
�

, 
Z

, and gZ
1

, only considering couplings that conserve C and P

and satisfy electromagnetic gauge invariance [58]. No form factors are applied to these
parameters in this analysis. In the SM, �

�

= �
Z

= 0, and 
�

= 
Z

= gZ
1

= 1. Various
assumptions can be made to decrease the number of free parameters. In this analysis, limits
are given using the so-called LEP scenario [59] in which the following additional constraints,
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Semi-­‐‑leptonic  WW/WZ  	

o  W⟶lν, W/Z⟶jj 

•  Run 1 results: ATLAS (CERN-PH-EP-2014-244), 
CMS (CERN-PH-EP-2012-311) 

•  Larger background and systematics than 
fully leptonic 

•  No 8 TeV results: stay tuned for more! 

o  Many developing ‘W-taggers’ for Run 2 
•  Hadronically decaying W/Z in boosted 

regime 
•  the quarks from W/Z decay collimated due 

to W/Z boost 
•  detected as single large jet 

•  Used for exotic searches (more in 
dedicated talk) 

•  For reference: CERN-PH-EP-2015-204, CMS-
JME-13-006. 
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o  Standard model WW/WZ: important to test 
these methods on real known resonances. 

50 100 150 200 250

Ev
en

ts
 / 

5 
G

eV

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

22000

Data
WW/WZ
top quarks
multijet
W/Z + jets

-1L dt = 4.6 fb∫
 = 7 TeVs

ATLAS

 +  2 jetsν l→W

Dijet Mass [GeV]
50 100 150 200 250

D
at

a/
Fi

t

0.9

0.95

1

1.05

1.1

(a)

Dijet Mass [GeV]
50 100 150 200 250

(D
at

a 
- F

itt
ed

 B
kg

) /
 5

 G
eV

-200

0

200

400

600

800

1000

 +  2 jetsν l→W

-1L dt = 4.6 fb∫
 = 7 TeVs

ATLAS

Data

WW/WZ (Best Fit)

Systematic Uncertainty

(b)

Figure 3. (a) Distributions of the dijet invariant mass for the sum of the electron and muon
channels after the likelihood fit. The error bars represent statistical uncertainties, and the stacked
histograms are the signal and background contributions. The normalisations and shapes of the
histograms are obtained from the best fit to the data, after being allowed to vary within their
systematic uncertainties. The lower panel displays the ratio between the data and the total fit
result, including both signal and backgrounds. The hatched band shows the systematic uncertainty
on the fitted signal plus background. (b) Distribution of the background-subtracted data for the
sum of the electron and muon channels. The error bars represent the statistical error on the data.
The superimposed histogram shows the fitted signal and the hatched band shows the systematic
uncertainty on the background after profiling the nuisance parameters.

of the reconstructed hadronically decaying V , p
Tjj

. The event selection is the same as used
for the cross-section measurement, except that m

jj

is additionally required to be between
75 and 95 GeV to improve the signal-to-background ratio. The m

jj

range and the binning
of the p

Tjj

histogram are chosen to optimise the expected aTGC limits.

To quantify possible deviations from the SM affecting triple gauge boson vertices, the
couplings of the WWZ and WW� vertices are described in terms of five dimensionless
parameters: �

�

, �
Z

, 
�

, 
Z

, and gZ
1

, only considering couplings that conserve C and P

and satisfy electromagnetic gauge invariance [58]. No form factors are applied to these
parameters in this analysis. In the SM, �

�

= �
Z

= 0, and 
�

= 
Z

= gZ
1

= 1. Various
assumptions can be made to decrease the number of free parameters. In this analysis, limits
are given using the so-called LEP scenario [59] in which the following additional constraints,
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Diboson:  W/Z  and  photons	

o  Wγ and Zγ measured at 7 TeV by ATLAS and CMS 
o  New studies on Zγ with 8 TeV statistics 

•  CMS (SMP-14-019):  
•  ATLAS (CERN-EP-2016-049): 

o  ATLAS: differential cross section in  observables sensitive 
to higher-order QCD corrections 
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Figure 7: The measured (points with error bars) and predicted di↵erential cross sections as a function of E�T for the
pp ! `+`�� process in the inclusive Njets � 0 (left) and exclusive Njets = 0 (right) extended fiducial regions. The
error bars on the data points show the statistical and systematic uncertainties added in quadrature. The MCFM and
NNLO predictions are shown with shaded bands that indicate the theoretical uncertainties described in Section 7.1.
The Sherpa predictions are shown with shaded bands indicating the statistical uncertainties from the size of the MC
samples. The lower plots show the ratios of the predictions to data (shaded bands). The error bars on the points
show the relative uncertainties of the data measurements themselves. The bin size varies from 5 GeV to 800 GeV.

quarks) and radiative Z-boson decay in the case of charged-lepton final states, and from fragmentation of
final-state quarks and gluons into photons, leading to the production channels pp ! `+`��(�) + X and
pp! ⌫⌫̄�(�) + X. In the Sherpa and MCFM generators, contributions from quark/gluon fragmentation
into isolated photons are also included. The CT10 PDF set [18] is used for the Sherpa and MCFM
generation, and the MMHT2014 PDF set [59] is used for the NNLO predictions. The renormalization
and factorization scales are set equal to mZ� (mZ��) for the MCFM NLO generation of Z� (Z��) events

and to
q

m2
Z + (E�T)2 for the NNLO Z� predictions. The other electroweak parameters used are the default

values [60] from the authors of the generators.

The events generated with Sherpa as described in Section 3.1 are also compared to the measurements
at particle level. For the NLO and NNLO parton-level predictions, parton-to-particle correction factors
C⇤(parton ! particle) must be applied in order to obtain the particle level cross sections. These cor-
rection factors are computed as the ratios of the pp ! Z�(�) cross sections predicted by Sherpa with
hadronization and the underlying event disabled to the cross sections with them enabled. The sys-
tematic uncertainties in the correction factors are evaluated by using an alternative parton-showering
method [61] within Sherpa, and are found to be negligible compared to the statistical uncertainties. The
particle level cross sections are obtained by dividing the NLO and NNLO parton-level predictions by the
C⇤(parton ! particle) correction factors summarized in Table 9. The corrections are a few percent for
the inclusive cross sections and reach about 10% for some exclusive channels. The correction factors in
Table 9 apply to the predictions made for the Z� and Z�� cross sections in the extended fiducial region
described in Table 5.
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Figure 8: The measured (points with error bars) and predicted di↵erential cross sections as a function of E�T for the
pp ! ⌫⌫̄� process in the inclusive Njets � 0 (left) and exclusive Njets = 0 (right) extended fiducial regions. The
error bars on the data points show the statistical and systematic uncertainties added in quadrature. The MCFM and
NNLO predictions are shown with shaded bands that indicate the theoretical uncertainties described in Section 7.1.
The Sherpa predictions are shown with shaded bands indicating the statistical uncertainties from the size of the MC
samples. The lower plots show the ratios of the predictions to data (shaded bands). The error bars on the points
show the relative uncertainties of the data measurements themselves. The bin size varies from 20 GeV to 650 GeV.

The systematic uncertainties in the SM NLO cross sections are estimated by varying the QCD scales by
factors of 0.5 to 2.0 (independently for the renormalization and factorization scales) and varying the CT10
PDFs by their uncertainties at 68% confidence level. The uncertainties due to the contribution of photons
from fragmentation of quarks or gluons are estimated by varying the fraction of hadronic energy ✏ p

h in the
isolation cone from 0.25 to 0.75. For the NLO exclusive zero-jet cross sections the method suggested in
Ref. [62] is used to estimate the additional uncertainty due to the Njet = 0 requirement. The systematic
uncertainties in the SM NNLO cross sections are determined as described in Ref. [56]. In all cases the
uncertainties in the parton-to-particle correction factors are included.

Njets � 0 Njets = 0
`+`�� 1.01708 ± 0.00065 0.96809 ± 0.00078
⌫⌫̄� 0.9987 ± 0.0025 0.9150 ± 0.0030
`+`��� 1.0273 ± 0.0039 0.9755 ± 0.0047
⌫⌫̄�� 1.0012 ± 0.0076 0.873 ± 0.010

Table 9: Parton-to-particle correction factors C⇤(parton ! particle) obtained from the Sherpa MC samples. For
`+`�� and `+`��� channels the parton-to-particle level correction factors are the weighted average over both lepton
flavors (e, µ). The uncertainties include both the statistical and systematic contributions.
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NLO,  	

no  parton  
shower	




Anomalous  Triple  Gauge  coupling  (aTGC)	

o  Deviations from SM expectations due to new physics. 
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o  Model-independent description of 
new physics 
•  Effective Field Theory (EFT) 

•  Operators of mass dimension >4 
added to the SM Lagrangian. 

•  Anomalous couplings: equivalent 
(older) scenario 

•  Linear relation between the two: 
 

12 Anomalous triple gauge couplings

To extract the aTGC, two model-independent parameterizations of possible e↵ects beyond the SM are fol-
lowed. The first makes use of an e↵ective Lagrangian describing the WWZ vertex and includes only terms
that separately conserve the charge conjugation (C) and parity (P) quantum numbers [79, 80]. The devia-
tion of the vector boson WWZ couplings from the SM predicted values are introduced as dimensionless
anomalous couplings �Z , �gZ

1 , and �Z .

Without e↵ects not described by the SM, the anomalous terms cause a violation of the unitarity bound
in the interaction amplitudes. To prevent this violation, the anomalous couplings are introduced as form
factors dependent on the partonic center-of-mass energy, ŝ: ↵(ŝ) = ↵(0)/(1 + ŝ/⇤2

co)2, where ↵(0) is the
generic anomalous coupling value at low energy and ⇤co is a cuto↵ scale at which physics e↵ects beyond
the SM should manifest.

The second parameterization is based on an e↵ective field theory (EFT) in which the particle content of
the SM is not changed and the theory is extended by adding to the SM Lagrangian a linear combination
of operators of mass dimension higher than four [81, 82]. The dimension-six operators are expected to
be dominant. There are three independent dimension-six C- and P-conserving operators that a↵ect the
electroweak vector boson self-interactions and that can lead to anomalous triple vector boson couplings.
The corresponding new terms in the Lagrangian are

O
WWW

=
c

WWW

⇤2 Tr[Wµ⌫W⌫⇢W
µ
⇢ ] ,

O
W

=
c

W

⇤2

⇣
Dµ�
⌘†

W

µ⌫ (
D⌫�) ,

O
B

=
c

B

⇤2

⇣
Dµ�
⌘

B

µ⌫ (
D⌫�) , (7)

where W

i j

,Wi j,Wi

j

(i = µ, ⌫, j = ⌫, ⇢), and B

µ⌫ are built from the SM electroweak gauge boson fields,
D

i

(i = µ, ⌫) are the covariant derivatives as introduced in the SM, and � is the Higgs doublet field. The
dimensionless coe�cients c

i

(i = WWW,W, B) and ⇤ represent the strength of the new couplings and the
energy scale of new physics, respectively. This approach does not require the introduction of arbitrary
form factors to restore unitarity.

The e↵ective field theory allows the anomalous couplings to be reinterpreted in terms of the EFT parame-
ters, c

i

/⇤2(i = WWW,W, B) [83]. For this reason the two parameterizations can be considered equivalent.
They are both used in this analysis because the first allows a comparison with previous analyses and the
second is a flexible way of parameterizing e↵ects beyond the SM in a model-independent way. Therefore,
the free parameters considered in this analysis are �Z , �gZ

1 , and �Z or c

i

/⇤2(i = WWW,W, B).

The presence of aTGC would a↵ect the W

±
Z integrated cross section and manifest itself as an increased

yield of events at high values of p

Z

T or m

WZ

T . Limits on the aTGC are extracted from the m

WZ

T di↵erential
distribution at detector level, as presented in Figure 12. The m

WZ

T distribution is expected to be less
sensitive to higher-order QCD and EW e↵ects in perturbation theory (as discussed in Section 4). For this
reason it has smaller theoretical uncertainties than the p

Z

T distribution at high values and provides more
stringent expected limits, as proven by a dedicated MC study.

The MC event generator MC@NLO is used to generate W

±
Z events and to compute, for each event, a set

of weights that are employed to reweight the SM sample to any chosen value of the anomalous couplings,
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Example:  dimension  6  operators	


Example  from  WW  
(CMS-­‐‑SMP-­‐‑14-­‐‑016)	


o  New physics parameters estimated 
fitting data 
•  Expected larger effect at larger mass 
•  The invariant mass is used  

•  or related quantities as boson pT 



aTGC  summary	

o  No evidence of 

anomalous coupling 
from available analysis 

o  ATLAS/CMS provide 
competitive limits. 

o  Larger statistics at high 
mass needed 
•  precision will improve 

with Run 2 

17/05/16 25 aTGC  results  reference:	

hEps://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC	


WWZ  
aTGCs	


Anomalous couplings 
•  Charged couplings:  

•  WWZ, WWγ 
•  Neutral couplings:  

•  Zγγ/ZZγ, ZZγ/ZZZ 



Diboson  prospects  for  run  2  (and  beyond)	

o  ATLAS/CMS: precision diboson measurements 

•  Improve cross sections using full 13 TeV statistics. 
•  Understand differential cross sections and kinematic spectra. 

o  LHCb: up to now, statistics not sufficient  
•  In run 2, diboson measurements in forward region will be 

possible. 
•  Key cross-check of ATLAS/CMS results in complementary 

phase space region. 

o  aTGCs, possible sensitivity improvements: 
•  Larger statistics on high-mass tails in Run 2 
•  Combination between aTGC and Higgs measurements 

(arXiv:1604.03105) 
•  Larger precision with future e+e- colliders. 
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Vector  bosons  +  forward-­‐‑backward  jets	


o  Common signature 
•  One/two vector bosons (VBF/VBS) 
•  Two jets of large |Δy| 

•  Low activity in Δy gap 

o  Common issue 
•  Interference with QCD diagrams 
•  Electroweak contribution is extracted 

treating the QCD component as 
background 

•  Systematic associated to interference term 
•  Methods 

•  Fit of mjj 
•  Multivariate analysis 
•  Cut&count for very rare processes 
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o  Vector Boson Fusion (VBF) and 
Vector Boson Scattering (VBS) 

VBF	


VBS	
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Figure 2: The distributions of mjj (left) and leading lepton pT, p`,max
T , in the signal region (right).

The hatched bars include statistical and systematic uncertainties. The W+W+ and W�W� can-
didates are combined in these distributions. The signal, W±W± jj, includes EW and QCD pro-
cesses and their interference. The histograms for other backgrounds include the contributions
from wrong-sign events, DPS, and VVV processes.

event, and found to be 5% for the signal normalization and 50% for the triboson background
normalization. A PDF uncertainty of 6–8% in the normalization of the signal and WZ pro-
cesses is included. The systematic uncertainties of the background normalizations are taken
into account using log-normal distributions.

The cross section is extracted for a fiducial signal region. The fiducial region is defined by re-
quiring two same-sign leptons with p`T > 10 GeV and |h`| < 2.5, two jets with pj

T > 20 GeV and
|h j| < 5.0, mjj > 300 GeV, and |Dhjj| > 2.5 and is less stringent than the event selection for our
signal region. The measured cross section is corrected for the acceptance in this region using
the MADGRAPH MC generator, which is also used to estimate the theoretical cross section. The
acceptance ratio between the selected signal region and the fiducial region is 36% considering
generator-level jet and lepton properties only. The overall acceptance times efficiency is 7.9%.

The MADGRAPH prediction of the same-sign W-boson pair cross section is corrected by a next-
to-leading order to leading-order cross section ratio estimated using VBFNLO [32–34]. The fidu-
cial cross section is found to be sfid(W±W± jj) = 4.0+2.4

�2.0 (stat)+1.1
�1.0 (syst) fb with an expectation

of 5.8 ± 1.2 fb.

In addition to the dilepton same-sign signal region, a WZ ! 3`n control region is studied by
requiring an additional lepton with pT larger than 10 GeV. This control region allows the mea-
surement of a fiducial cross section of the WZjj process and is sfid(WZjj) = 10.8 ± 4.0 (stat) ±
1.3 (syst) fb with an expectation of 14.4 ± 4.0 fb. The fiducial region is defined in the same way
as for the WW analysis, but requiring one more lepton with p`T > 10 GeV and |h`| < 2.5. The
acceptance ratio between the selected signal region and the fiducial region is 20% considering
generator-level jet and lepton properties only. The overall acceptance times efficiency is 3.6%.

To compute the limits and significances, the CLs [35–37] construction is used. The observed
(expected) significance for the W±W± jj process is 2.0 s (3.1 s). Considering the QCD compo-
nent of the W±W± jj events as background and the EW component together with the EW-QCD
interference as signal, the observed (expected) signal significance reduces to 1.9 s (2.9 s).

Vector  Boson  ScaEering  (WW⟶WW)	

o  Without a Higgs boson, VBS amplitude increase with √s 

and ultimately violate unitarity 
•  to be proved that unitarization is due to Higgs boson 
•  possible VBS enhancements due to additional resonances 

o  Key search strategy: same sign W±W±jj 
•  Electroweak W±W±jj observed by ATLAS and CMS 

(SMP-13-015, CERN-PH-EP-2014-079) 
•  Consistent results between the two 
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Inclusive Region VBS Region
e

±
e

±
e

±
µ

±
µ

±
µ

±
e

±
e

±
e

±
µ

±
µ

±
µ

±

Prompt 3.0 ± 0.7 6.1 ± 1.3 2.6 ± 0.6 2.2 ± 0.5 4.2 ± 1.0 1.9 ± 0.5
Conversions 3.2 ± 0.7 2.4 ± 0.8 – 2.1 ± 0.5 1.9 ± 0.7 –
Other non-prompt 0.61 ± 0.30 1.9 ± 0.8 0.41 ± 0.22 0.50 ± 0.26 1.5 ± 0.6 0.34 ± 0.19
W

±
W

±
jj Strong 0.89 ± 0.15 2.5 ± 0.4 1.42 ± 0.23 0.25 ± 0.06 0.71 ± 0.14 0.38 ± 0.08

W

±
W

±
jj Electroweak 3.07 ± 0.30 9.0 ± 0.8 4.9 ± 0.5 2.55 ± 0.25 7.3 ± 0.6 4.0 ± 0.4

Total background 6.8 ± 1.2 10.3 ± 2.0 3.0 ± 0.6 5.0 ± 0.9 8.3 ± 1.6 2.6 ± 0.5
Total predicted 10.7 ± 1.4 21.7 ± 2.6 9.3 ± 1.0 7.6 ± 1.0 15.6 ± 2.0 6.6 ± 0.8
Data 12 26 12 6 18 10

TABLE II: Estimated background yields, observed number of data events, and predicted signal yields for the three channels
are shown with their systematic uncertainty. Contributions due to interference are included in the W

±
W

±
jj electroweak

prediction.

 [GeV]jjm

Ev
en

ts
/5

0 
G

eV

-110

1

10

210
 Data 2012
 Syst. Uncertainty

jj Electroweak±W± W
jj Strong±W± W

 Prompt
 Conversions
 Other non-prompt

ATLAS
 = 8 TeVs, -120.3 fb

 [GeV]jjm
200 400 600 800 1000 1200 1400 1600 1800 2000Da

ta
/B

ac
kg

ro
un

d

0

5

Data/Bkg
Bkg Uncertainty
(Sig+Bkg)/Bkg

FIG. 1: The mjj distribution for events passing the inclu-
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uncertainty of the total background while the solid line and
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background only and its uncertainty. The W
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jj predic-

tion is normalized to the SM expectation.

production, and the fiducial cross sections in the two re-
gions (�fid) are measured by combining the three decay
channels in a likelihood function. Systematic uncertain-
ties are taken into account with nuisance parameters.

The signal e�ciency in each fiducial region is defined
as the number of expected signal events after selections
divided by the number of events passing the respective
fiducial region selections at particle level. The e�ciency
accounts for the detector reconstruction, migration into
and out of the fiducial volume, identification, and trigger
e�ciency; it is 56%, 72%, 77% for the inclusive region and
57%, 73%, 83% for the VBS region in the e±e±, e±µ±,

|jjyΔ|
0 1 2 3 4 5 6 7 8 9

Ev
en

ts

5

10

15

20

25

30
 Data 2012
 Syst. Uncertainty

jj Electroweak±W± W
jj Strong±W± W

 Prompt
 Conversions
 Other non-prompt

ATLAS
 = 8 TeVs, -120.3 fb

 > 500 GeVjjm

FIG. 2: The |�yjj | distribution for events passing all inclu-
sive region selections. The |�yjj | selection is indicated by a
dashed line. The W

±
W

±
jj prediction is normalized to the

SM expectation.

µ±µ± channels respectively. The e�ciency also accounts
for the contribution of leptonic ⌧ decays, which are not
included in the fiducial cross-section definition: 10% of
signal candidates are expected to originate from leptonic
⌧ decays. The uncertainty on the signal e�ciency is dom-
inated by the jet reconstruction uncertainty of 6%.

The measured fiducial cross section for strong and elec-
troweak W±W±jj production in the inclusive region is
�fid = 2.1± 0.5(stat)± 0.3(syst) fb. The measured fidu-
cial cross section for electroweak W±W±jj production,
including interference with strong production in the VBS
region, is �fid = 1.3± 0.4(stat)± 0.2(syst) fb. The mea-
sured cross sections are in agreement with the respective
SM expectations of 1.52± 0.11 fb and 0.95± 0.06 fb.

Additional contributions to W±W±jj production can
be expressed in a model-independent way using higher-
dimensional operators leading to anomalous quartic
gauge boson couplings (aQGCs). The measured cross
section in the VBS fiducial region is used to set lim-
its on aQGCs a↵ecting vertices with four interacting
W bosons. The Whizard event-generator [39] is used

CERN-­‐‑PH-­‐‑EP-­‐‑2014-­‐‑079	


CMS-­‐‑SMP-­‐‑13-­‐‑015  	


o  No evidence of physics beyond 
the Standard Model 

Ev
en
ts
	




Other  VBS  channels	
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Figure 9: Muon-electron invariant mass (top left), acoplanarity (top right), and missing trans-
verse energy (bottom) in the gg ! W+W� signal region. The data are shown by the points
with error bars; the histograms indicate the expected SM signal and backgrounds. The last bin
in the invariant mass and missing transverse energy plots is an overflow bin and includes also
all events above the maximum value in the plot.

The corresponding 95% confidence level (CL) upper limit obtained from the 7 TeV data was [5]:

s(pp ! p(⇤)W+W�p(⇤) ! p(⇤)µ±e⌥p(⇤)) < 10.6 fb,

with a central value of 2.2+3.3
�2.0 fb. The corresponding SM prediction at 7 TeV is 4.0 ± 0.7 fb, with

the uncertainty reflecting that of the proton dissociation contribution to the signal.

9.2 Anomalous couplings

We use the dilepton transverse momentum pT(µ±e⌥) (Fig. 8, left) as a discriminating vari-
able to extract limits on AQGCs. Two bins, with boundaries pT(µ±e⌥) = 30–130 GeV and
pT(µ±e⌥) > 130 GeV, are used in the limit setting procedure for the 8 TeV analysis. The bin
boundaries are chosen such that the a priori expectation for SM gg ! W+W� in the highest
bin is ⇠0.1 events, with other backgrounds, predominantly electroweak W+W� production,
contributing an additional ⇠0.1 events. In the 7 TeV analysis [5] a single bin with pT(µ±e⌥) >
100 GeV was used, also chosen such that the a priori expectation for SM gg ! W+W� is ⇠0.1
events.

In both the 7 and 8 TeV analyses, and in the combination, the Feldman–Cousins prescription [64]
is used to derive limits. In the 7 TeV analysis, where the number of expected and observed
events was near zero, the inclusion of systematic uncertainties in the background estimate re-
sulted in a shortening of the 95% confidence interval. Therefore a conservative procedure of

o  Electroweak component of opposite-
sign WWjj: γγ⟶ W+W-⟶eνμν  

(CMS: CMS-FSQ-13-008) 
•  eμ final state chosen to reduce Drel-

Yan background 
•  3.4σ observed significance 
•  stringent limits on aQGC 

o  WZjj (CMS: CMS-SMP-13-015. ATLAS: 
CERN-EP-2016-017) 
•  CMS: require one additional lepton in 

same-sign WWjj 
•  ATLAS: require two jets in WZ analysis 

o  Wγjj / Zγjj (CMS: SMP-14-011, 
SMP-14-018) 
•  Cut and count approach. 
•  Evidence of electroweak contribution. 

1

1 Introduction

A non-negligible fraction of proton-proton collisions at the LHC involves (quasi-real) photon
interactions that provide a unique opportunity to study high-energy gg processes at center-of-
mass energies and integrated luminosities much higher than previously available [1]. Using thep

s = 7 TeV data collected during Run 1 of the LHC, measurements of gg ! µ+µ� [2, 3] and
gg ! e+e� [3, 4] production were performed, followed by the first studies of gg ! W+W� [5].
The latter process, occurring at leading order via the diagrams shown in Fig. 1, is particularly
well suited to search for physics beyond the standard model (SM). Such deviations from the
SM may be quantified through anomalous quartic gauge couplings (AQGC) of operators of
dimension-6 or -8 [6, 7]. Specific models including anomalous gauge-Higgs couplings [8, 9],
as well as composite Higgs [9–11] or warped extra dimensions [10] scenarios, will also result
in deviations from the SM predictions for the gg ! W+W� (differential and/or integrated)
cross sections. Prior to the LHC, limits on AQGC were obtained through triboson (Zgg and
W+W�g) production, and WW ! gg scattering at LEP [12–18], and through gg ! W+W�

scattering at the Tevatron [19]. Anomalous quartic gauge couplings have been explored at the
LHC through triboson (Wgg or WVg, where V is a W or Z boson) production [20, 21], and
same-charge WW ! WW scattering [22, 23].

Figure 1: Quartic (left), t-channel (center), and u-channel (right) diagrams contributing to the
gg ! W+W� process at leading order in the SM. The p(⇤) indicates that the final state pro-
ton(s) remain intact (“exclusive” or “elastic” production), or dissociate (“quasi-exclusive” pro-
duction).

This paper presents an update of the 7 TeV CMS gg ! W+W� measurement [5], largely fol-
lowing the same analysis strategy as for 7 TeV but using the 8 TeV data set collected in 2012. The
signal topology considered is pp ! p(⇤)W+W�p(⇤), where the p(⇤) indicates that the final state
protons either remain intact (“exclusive” or “elastic” production), or dissociate into an unde-
tected system (“quasi-exclusive” or “proton dissociation” production). The W+W� ! µ±e⌥
(plus undetected neutrinos) channel is the final state used to search for a signal, as the back-
grounds due to Drell–Yan (DY) and gg ! `+`� production are smaller than in the same-flavor
final states. Events in which one or both of the W bosons decay into a tau lepton, with a
subsequent decay of the tau to a muon or electron and neutrinos, are also included in the sig-
nal. In contrast to exclusive production, inclusive W+W� production is always accompanied
by underlying event activity originating from semihard multiple-parton interactions and from
softer ”spectator” partons at forward rapidities. This will almost always result in the produc-
tion of additional detectable charged particles from the µ±e⌥ vertex. The experimental signa-
ture for the signal therefore consists of a muon-electron pair with large transverse momentum
pT(µ±e⌥), originating from a common primary vertex with no additional charged particles
detected.

Control samples of gg ! µ+µ� and gg ! e+e� events are used to study the efficiency of

γγ⟶  W+W-­‐‑	
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respectively. These two measurements are combined using the Best Linear Unbiased Estimate
(BLUE) method [34–36] assuming lepton universality to hold, thus decreasing the statistical
uncertainty on the fiducial cross-section measurement. Correlated uncertainties between the
background estimates in the two channels are treated properly in the BLUE combination. The
following results for the fiducial cross sections are obtained:

sfid
Zgg · BR (Z ! ``) = 12.7 ± 1.4 (stat) ± 1.8 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions.
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Figure 3: The pT of the diphoton system for the W±gg analysis. The jet misidentification back-
ground contribution is determined from data-driven methods. The Zgg and other multiboson
contributions are estimated using simulation and are normalized to their production cross sec-
tion. The hatched band represents the total uncertainty of all background sources, combined in
quadrature. The last bin includes all events having pgg

T > 80 GeV, but the normalization is to
the displayed bin width.

6 Limits on anomalous quartic-gauge couplings

6.1 Effective Field theory

The presence of the quartic WWgg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the SM at low energies, is used to describe
possible deviations from the SM [37].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
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Figure 3: The four-body invariant mass (m`+`���) distributions from inclusive (Njet � 0) `+`��� events for the
electron (left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are
compared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.
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Figure 4: The diphoton invariant mass (m��) distributions from inclusive (Njet � 0) `+`��� events for the electron
(left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are com-
pared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.
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Tri-­‐‑bosons	

o  Probe of QGC complementary to VBS 

o  Three out of four bosons are identified 
•  Precise knowledge of the involved 

vertex 
 
o  First measurements of three gauge 

bosons production are now available. 
o  Vγγ  

•  Wγγ 
•  CMS: W⟶μν(SMP-15-008).  
•  ATLAS: W⟶μν/eν(CERN-PH-EP-2015-009) 

•  Zγγ 
•  CMS: Z⟶l+l- (SMP-15-008).  
•  ATLAS: Z⟶l+l-/νν, (CERN-EP-2016-049) 
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mµµ��

spectrum

pµµ��T

spectrum



Summary  and  future  prospects	

o  VBS/Tri-boson physics starts being exploited with full 8 TeV 

data 

o  All aQGC limits are consistent with zero. 

o  More complete measurements will be possible with next 
years statistics 

o  To get precision measurements, we will have to wait for 
300 fb-1 or even HL-LHC. 
•  High precision to detect small effects in high mass tails. 
•  Full hardware upgrade necessary 
•  See for instance  

•  ‘Snowmass’ report arXiv:1310.6708v1  
•  ATL-PHYS-PUB-2013-006 
•  CMS-TDR-15-02  
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Conclusions	

o  We can now test full consistency of Standard Model 

parameters as experimentally determined. 
•  From LHC:  

•  MW not yet measured 
•  sen(ϑW) to be improved 

o  Precision studies on electroweak processes with large 
cross section 
•  Single bosons and (starting) dibosons 
•  Hints on how well we understand and model Standard 

Model processes 
•  Our description still has to be improved 
•  Dibosons: detailed test of emerging frontier calculations. 

 
o  Rare electroweak processes 

•  VBS and tri-bosons 
•  Expect full exploiting with L ≥ 30 fb-1 
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o  Drell-­‐‑Yan  𝜙*  :  quanto  è  interessante/usabile  dal  punto  di  vista  teorico?  	

	


o  La  prossima  frontiera  del  confronto:  NNLO+PS,  NNLO+risommazione,  
entrambi...  quanto  agevolmente  possiamo  usarle  dal  punto  di  vista  
sperimentale?  	


o  Stiamo  andando  sempre  a  ordine  successivo,  ma  qual'ʹè  il  benchmark  in  
precisione  che  ci  serve?  La  misura  dei  parametri  fondamentali?  Altri?	


o  Quanto  possiamo  imparare  dai  	

              rapporti  tra  diverse  energie?  	


o  aTGC:  come  possiamo  andare  
oltre  il  Run1?  	

•  combinazione  dei  risultati  a  7  

TeV  ATLAS/CMS,  possiamo  
evolverla?  	


•  proposte  di  analisi  combinate  
di  accoppiamenti  VV/Higgs  	


o  VBF/VBS	

•  Interferenze  EW/QCD:  esiste  un  approccio  migliore  

che  separare  i  contributi  dei  vari  diagrammi?	


o  sin2(ϑW)  possiamo  imparare  dagli  
ultimi  risultati  del  Tevatron?  	

•  Riduzione  della  dipendenza  dalle  

PDF...  
	


o  MW:  a  che  punto  siamo  con  le  
sistematiche  teoriche?  Come  
estrapoliamo  le  misure  dalla  Z  al  W?  	

•  A  13  TeV  avremo  più  pileup,  ci  

aiuta  il  run  2?	


o  Combinazione  della  frontiera  delle  
correzioni  QCD  e  EWK?  	




Backup	
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From  run  1  to  run  2	
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o  Run I: √s = 7 TeV / 8 TeV. ATLAS/CMS: ~25 fb-1, LHCb: ~3 fb-1 

Up  to  
300  (-­‐‑1	


~  30  (-­‐‑1	




What  changes  with  Run  2	

o  To effectively increase sensitivity in SM processes, we 

need at least 2016 data 
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hEps://indico.cern.ch/event/442432/contribution/0/aEachments/
1205563/1756687/CMS_13_TeV_results_public.pdf	
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Figure 1: The invariant mass distribution of the selected dimuon candidates.

is typically around 30%. The contribution from the decays of heavy flavour particles is
therefore estimated to be 180± 50 events. The contribution from misidentified hadrons is
determined by considering events which pass the selection requirements except that only
one of the particles is identified as a muon. Multiplying the number of selected events
by the rate at which hadrons are misidentified as muons sets the background level to
be 100 ± 13 events. An alternative estimate of the contribution from these sources is
found by selecting events where both muons have the same charge, but pass all other
selection criteria. The number of such events is 198. The number of events with two
positively charged muon candidates and the number of events with two negatively charged
muon candidates are statistically compatible with the assumption of no charge asymmetry.
The di↵erence between this number and the sum of the hadron misidentification and
heavy-flavour contributions is assigned as an additional uncertainty on the purity estimate.
The contribution from Z! ⌧⌧ decays where the ⌧ particles subsequently decay to muons
is estimated from Pythia 8 simulation [18] to contribute 30± 10 events. The background
from muons produced in top-quark decays satisfying the selection criteria is determined
from Pythia 8 simulation [18] normalised to the measured cross-section at the ATLAS
experiment [30] and is estimated to be 28± 10 events. The background from WW decays
is also determined from Pythia 8 simulation [18] and found to be negligible. Overall,
the purity of the sample, ⇢, is estimated to be ⇢ = (99.2± 0.2)%, consistent with purity
estimates found in previous measurements at lower centre-of-mass energies [3, 4]. As
before, the purity is treated as being independent of the variables studied. An uncertainty
associated with this assumption is discussed in Sect. 5.

3

W  and  Z  at  13  TeV	
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Figure 2: Transverse mass distributions from the W → eν and W → µν selections (top) and dilepton mass distri-
butions from the Z → e+e− and Z → µ+µ− selections (bottom). The predicted signal distributions are normalised
to the measured cross sections as presented in this paper. The shaded bands in the histograms encompass the un-
certainties described in Table 2. In addition to these uncertainties in the correction factors, the uncertainties in the
evaluation of the multijet background in the W±-boson analysis are included in the shaded bands.

7 Results

The mT and m"" distributions after the final selection are shown in Figure 2 for theW → eν,W → µν and
Z → e+e−, and Z → µ+µ− channels, respectively, for the data compared to the predictions, normalised
to the measured cross section. All elements necessary to calculate the cross sections for W+, W− and
Z-boson production and decay in the electron and muon channels are summarised in Table 3. The derived
fiducial and total cross sections are also presented in this table, along with their statistical, systematic,
and luminosity uncertainties.

9

o  First 13 TeV results recently published: 
•  W and Z cross section from CMS (SMP-15-004, 

SMP-15-011) and ATLAS (arXiv:1603.09222) 
•  Z⟶μμ from LHCb (LHCb-CONF-2016-002) 

o  Event selection:  
•  Similar cuts in the three analysis. 
•  Single-lepton or di-lepton trigger 
•  One (two) high pt isolated lepton for W(Z)  
•  ET

miss (for W) 
•  Analysis restricted to mass peak region. 

o  Main backgrounds:  
•  Top production 
•  Multijet 
•  Electroweak:  

•  W/Z decaying to τ 
•  diboson production 

 



W  at  13  TeV:  signal  extraction	

o  CMS extracts both the signal and multijet background 

normalisation from likelyhood fit of missing ET. 

o  ATLAS cuts on missing ET and evaluate the number of 
multijet events from control regions. 
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Figure 2: Transverse mass distributions from the W → eν and W → µν selections (top) and dilepton mass distri-
butions from the Z → e+e− and Z → µ+µ− selections (bottom). The predicted signal distributions are normalised
to the measured cross sections as presented in this paper. The shaded bands in the histograms encompass the un-
certainties described in Table 2. In addition to these uncertainties in the correction factors, the uncertainties in the
evaluation of the multijet background in the W±-boson analysis are included in the shaded bands.

7 Results

The mT and m"" distributions after the final selection are shown in Figure 2 for theW → eν,W → µν and
Z → e+e−, and Z → µ+µ− channels, respectively, for the data compared to the predictions, normalised
to the measured cross section. All elements necessary to calculate the cross sections for W+, W− and
Z-boson production and decay in the electron and muon channels are summarised in Table 3. The derived
fiducial and total cross sections are also presented in this table, along with their statistical, systematic,
and luminosity uncertainties.
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Total  13  TeV  W  and  Z  cross  
sections	
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TOTAL  
CROSS  
SECTIONS	

[pb]	


CMS  	

[value  ±  stat  ±  syst  ±  lumi  ]	


ATLAS  	

[value  ±  stat  ±  syst  ±  lumi  ]	


W+  	

e+ν	
 11390  ±  90  ±  340  ±  550  	
 12180  ±  30  ±  410  ±  630	

µμ+ν	
 11350  ±  60  ±  320  ±  550  	
 11700  ±  20  ±  320  ±  630  	


W-­‐‑	

e-­‐‑ν	
 8680  ±  80  ±  250  ±  420	
 8960  ±  20  ±  380  ±  470  	

µμ-­‐‑ν	
 8510  ±  60  ±  210  ±  410	
 8710  ±  20  ±  250  ±  480  	


Z	

e+e-­‐‑	
 1920  ±  20  ±  60  ±  90  	
 1980  ±  10  ±  40  ±  100  	

µμ+µμ-­‐‑	
 1870  ±  2  ±  35  ±  51  	
 1970  ±  10  ±  40  ±  100  	


CMS:  SMP-­‐‑15-­‐‑004,  SMP-­‐‑15-­‐‑011	

ATLAS:  arXiv:1603.09222	
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CERN-­‐‑PH-­‐‑EP-­‐‑2011-­‐‑143	
 CERN-­‐‑EP-­‐‑2016-­‐‑043  	
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Figure 4: The di↵erential cross-section as a function of the Z boson transverse momentum,
compared between theory and data. The bands correspond to the data, with the inner band
corresponding to the statistical uncertainty and the outer band corresponding to the total
uncertainty. The points correspond to the theoretical predictions from the di↵erent generators
and tunes, with the uncertainties being due to the statistical precision of the prediction. The
di↵erent predictions are displaced horizontally within bins to enable ease of comparison. The
upper plot shows the di↵erential cross-section, and the lower plot shows the ratios of the
theoretical predictions to data.
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5.3 Comparison to parton-shower approaches

Figures 14 to 16 show the comparison of the (1/�) d�/dp``T distributions to the predictions of MC gen-
erators using the parton-shower approach: Powheg+Pythia (with both the AU2 [31] and AZNLO [15]
tunes), Powheg+Herwig (only shown for the m`` region around the Z peak) and Sherpa. Figure 14 shows
the ratio of (1/�) d�/dp``T as predicted by the MC generators, to the combined Born-level data in each
of the six m`` regions for |y``| < 2.4. Figure 15 shows the ratio for each of the six |y``| regions at the
Z-boson mass peak. Between p``T values of approximately 5 GeV and 100 GeV for m`` > 46 GeV the MC
generators describe the shape of the data to within 10%. However, outside this range, and in the regions
with very low m``, the agreement worsens. For values of p``T < 50 GeV for the m`` region around the
Z-boson mass peak the best description is provided by Powheg+Pythia (AZNLO), which was tuned to
exactly this kinematic region in the 7 TeV data [15]. However, at high values of p``T around the Z-boson
mass peak and in other m`` regions this MC tune does not describe the data well and also does not out-
perform the Powheg+Pythia AU2 tune. The di↵erences between Sherpa and the data are generally of a
similar magnitude, but of opposite sign, to those seen for Powheg+Pythia.

Data (stat uncert.) Data (total uncert.)
Sherpa PowhegPythia (AU2)
PowhegPythia (AZNLO) ATLAS
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Figure 14: The ratio of (1/�) d�/dp``T as predicted by various MC generators to the combined Born-level data, in
six di↵erent regions of m`` for |y`` | < 2.4. The light-blue band represents the statistical uncertainty on the data and
the dark-blue band represents the total uncertainty (statistical and systematic) on the data.

Figure 16 shows the ratio of the distribution of (1/�) d�/dp``T in each region of |y``| to the distribution in
the central region (|y``| < 0.4), for events in the m`` region around the Z-boson mass peak. The distribu-
tions are shown for data (with associated statistical and total uncertainties) as well as for predictions from
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scales, the non-perturbative parameter aZ , and PDFs.
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Differential  cross  sections  vs  φη*	

o  Example from ATLAS 8 TeV 

paper: normalized spectrum 
at low φη* in different 
rapidity regions. 
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sin2(ϑW)  in  Z/γ*⟶l+l-­‐‑  events  	

o  Extracted fitting AFB as a function of di-lepton invariant 

mass. 
•  Quark direction assumed to correspond with that of the Z 

•  Valence quark: more likely to have the largest momentum. 
•  Better sensitivity in the forward region 
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Figure 2: Distributions of the cosine of the polar angle in the Collins–Soper frame (cos ✓⇤CS) obtained from the event
selections described in the text, for the (a) CC electron and (b) muon channels. The corresponding distribution for
the CF electron channel is shown using both (c) a linear and (d) a logarithmic scale. Data are shown by open circles
and the total expectation is shown as a line with a band representing the total uncertainty (statistical and systematic
added in quadrature). The data-driven estimate for the multi-jet background and the simulation-based estimates for
all other backgrounds are shown by the shaded areas.
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Figure 2: Distributions of the cosine of the polar angle in the Collins–Soper frame (cos ✓⇤CS) obtained from the event
selections described in the text, for the (a) CC electron and (b) muon channels. The corresponding distribution for
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Central  
electrons	


One  electron  
is  at  high  η	


1 Introduction
In the Standard Model (SM), the Z boson couplings di�er for left- and right-handed
fermions. The di�erence leads to an asymmetry in the angular distribution of positively
and negatively charged leptons produced in Z boson decays. This asymmetry depends
on the weak mixing angle (◊

W

) between the neutral states associated to the U(1) and
SU(2) gauge groups, i.e. the relative coupling strengths between the photon and the Z
boson. In order to compare directly with previous experimental determinations, a scheme
is adopted in which the higher order corrections to the Z boson couplings are absorbed
in e�ective couplings. The resulting e�ective parameter sin2◊e�

W is defined as a function
of the ratio of the vector and the axial-vector e�ective couplings of the Z boson to the
fermions involved [1], and is proportional to sin2◊W.

Defining ◊ú as the polar angle of the negatively charged lepton in the Collins-Soper [2]
frame, in which the direction of the z-axis is aligned with the di�erence of the incoming
proton momentum vectors in the dimuon rest frame, the di�erential cross section in the
SM at leading order is

d‡

d cos ◊ú = A(1 + cos2 ◊ú) + B cos ◊ú.

Here A and B are coe�cients that depend on the dimuon invariant mass, mainly because of
interference between Z and “ú contributions, the colour charge of the quarks and the vector
and axial-vector couplings. The parameter B is a function of sin2◊W and is proportional
to the forward-backward asymmetry AFB, which is given by

AFB © NF ≠ NB
NF + NB

,

where NF represents the number of forward decays (cos ◊ú > 0) and NB the number of
backward decays (cos ◊ú < 0). The Collins-Soper frame is used because it minimises the
impact of the transverse momentum of the incoming quarks on the identification of forward
and backward decays.

In this paper the asymmetry of the angular distribution of muons in Z æ µ+µ≠ decays1

is measured using proton proton collision data collected by the LHCb experiment at
centre-of-mass energies of

Ô
s = 7 and 8 TeV, corresponding to an integrated luminosity

of 1 fb≠1 and 2 fb≠1 respectively. The asymmetry as a function of the dimuon invariant
mass is used to determine sin2◊e�

W .
Comparisons of the determinations of the weak mixing angle from processes with

di�erent initial and final state fermions provide a test of the universality of the fermion
to Z couplings. The most accurate measurement of sin2◊e�

W at the LEP experiments
was obtained from the forward-backward asymmetry in b quark final states [1], and at
the SLD experiment by measuring the left-right asymmetry with polarised electrons [3].
Determinations of sin2◊e�

W have also been obtained in hadronic production processes with
1In the following Z is used to denote the Z/“ú contributions.

1
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Theory prediction

ATLAS  VBF  and  ZZ  at  
13  TeV  are  missing	


VBS	


Tri-­‐‑boson	


Diboson	

VBF	


VBS	
 Tri-­‐‑boson	


See  backup  
for  references	


The  smaller  is  the  cross  
section,  the  longer  is  
the  foreseen  
measurement  timescale	
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Figure 8: Comparison of the measured fiducial cross sections with various theoretical predictions. The comparison
is made for all final states, eµ (top left), ee (top right) and µµ (bottom left). The bottom right figure shows the
measured and predicted fiducial cross sections normalised to the respective measured values for all final states.
Theoretical predictions are indicated as black markers with grey error bands, while the central value of the measured
cross sections is indicated by a blue line with red lines showing the statistical uncertainty and blue bands for the
total uncertainty including statistical and systematic uncertainties.

31

Leptonic  WW  cross  section	


17/05/16 49 

CMS-­‐‑SMP-­‐‑14-­‐‑016	
 Fiducial  cross  sections.  Varying  minimum  pT  of  veto  jets.	


Prediction Fiducial cross section
pp! WW ! ``⌫⌫ [fb]

Measured �eµ
fid(WW) 374 ±7(stat) +25

�23(syst) +8
�7(lumi)

�(nNLOfid,eµ) = (�nNLO
tot ⇥ AWW ⇥ B2) [44]+[45] 311 ± 15

�(approx. NNLOfid,eµ) = (�NNLO
tot ⇥ AWW ⇥ B2) [3]+[45] 335 ± 18

�(approx. (NNLO + NNLL)fid,eµ) [6] 358 ± 14
�(NNLO pT-Resumfid,eµ) = (�NNLO

tot ⇥ ApT�ResumWW ⇥ B2) [4] 349 ± 19

Measured �ee
fid(WW) 73.4+4.2

�4.1(stat) +6.5
�5.6(syst) ±1.5(lumi)

�(nNLOfid,ee) [44]+[45] 58.5 ± 2.8
�(approx. NNLOfid,ee) [3]+[45] 63.0 ± 3.4
�(approx. (NNLO + NNLL)fid,ee) [6] 69.0 ± 2.7
�(NNLO pT-Resumfid,ee) [4] 65.5 ± 3.6

Measured �µµfid(WW) 80.2+3.3
�3.2(stat) +6.4

�5.5(syst) ±1.6(lumi)
�(nNLOfid,µµ) [44]+[45] 63.7 ± 3.1
�(approx. NNLOfid,µµ) [3]+[45] 68.6 ± 3.7
�(approx. (NNLO + NNLL)fid,µµ) [6] 75.1 ± 3.0
�(NNLO pT-Resumfid,µµ) [4] 71.2 ± 4.0

Table 8: Measured cross sections in the fiducial region for each channel as defined in Table 4, compared with various
theoretical predictions described in the text of Section 9.1.

Final state Total cross section pp! WW [pb]

eµ 70.6±1.3(stat) +5.8
�5.1(syst) ±1.4(lumi)

ee 73.6+4.2
�4.1(stat) +7.5

�6.4(syst) ±1.5(lumi)

µµ 74.0±3.0(stat) +7.1
�5.9(syst) ±1.5(lumi)

Combined 71.1±1.1(stat) +5.7
�5.0(syst) ±1.4(lumi)

�(NNLOtot) theory prediction [3]+[45] 63.2+1.6
�1.4(scale)±1.2(PDF)

Table 9: Measured total WW production cross sections in each final state together with the combined value, com-
pared to the �(NNLOtot) theory prediction.

Tables 13 to 18 in the appendix give an overview of the measured unfolded di↵erential cross sections
and the statistical, experimental and background uncertainties in the measurement. The bin-to-bin cor-
relations are preserved for each source of systematic uncertainty and the correlation matrices are made
available in the appendix. The systematic uncertainties are treated as fully correlated. This includes the
background uncertainties, except the uncertainties due to the limited statistics of the MC simulation and
the uncertainties related to the W+jets estimate, specifically the uncertainties on the measured fake lepton
e�ciencies and the sample dependence, since both these uncertainties have a large statistical component.
The background uncertainties are added in quadrature to the statistical and experimental uncertainties to
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ATLAS:  CERN-­‐‑PH-­‐‑EP-­‐‑2015-­‐‑323  	


Prediction Fiducial cross section
pp! WW ! ``⌫⌫ [fb]

Measured �eµ
fid(WW) 374 ±7(stat) +25

�23(syst) +8
�7(lumi)

�(nNLOfid,eµ) = (�nNLO
tot ⇥ AWW ⇥ B2) [44]+[45] 311 ± 15

�(approx. NNLOfid,eµ) = (�NNLO
tot ⇥ AWW ⇥ B2) [3]+[45] 335 ± 18

�(approx. (NNLO + NNLL)fid,eµ) [6] 358 ± 14
�(NNLO pT-Resumfid,eµ) = (�NNLO

tot ⇥ ApT�ResumWW ⇥ B2) [4] 349 ± 19

Measured �ee
fid(WW) 73.4+4.2

�4.1(stat) +6.5
�5.6(syst) ±1.5(lumi)

�(nNLOfid,ee) [44]+[45] 58.5 ± 2.8
�(approx. NNLOfid,ee) [3]+[45] 63.0 ± 3.4
�(approx. (NNLO + NNLL)fid,ee) [6] 69.0 ± 2.7
�(NNLO pT-Resumfid,ee) [4] 65.5 ± 3.6

Measured �µµfid(WW) 80.2+3.3
�3.2(stat) +6.4

�5.5(syst) ±1.6(lumi)
�(nNLOfid,µµ) [44]+[45] 63.7 ± 3.1
�(approx. NNLOfid,µµ) [3]+[45] 68.6 ± 3.7
�(approx. (NNLO + NNLL)fid,µµ) [6] 75.1 ± 3.0
�(NNLO pT-Resumfid,µµ) [4] 71.2 ± 4.0

Table 8: Measured cross sections in the fiducial region for each channel as defined in Table 4, compared with various
theoretical predictions described in the text of Section 9.1.

Final state Total cross section pp! WW [pb]

eµ 70.6±1.3(stat) +5.8
�5.1(syst) ±1.4(lumi)

ee 73.6+4.2
�4.1(stat) +7.5

�6.4(syst) ±1.5(lumi)

µµ 74.0±3.0(stat) +7.1
�5.9(syst) ±1.5(lumi)

Combined 71.1±1.1(stat) +5.7
�5.0(syst) ±1.4(lumi)

�(NNLOtot) theory prediction [3]+[45] 63.2+1.6
�1.4(scale)±1.2(PDF)

Table 9: Measured total WW production cross sections in each final state together with the combined value, com-
pared to the �(NNLOtot) theory prediction.

Tables 13 to 18 in the appendix give an overview of the measured unfolded di↵erential cross sections
and the statistical, experimental and background uncertainties in the measurement. The bin-to-bin cor-
relations are preserved for each source of systematic uncertainty and the correlation matrices are made
available in the appendix. The systematic uncertainties are treated as fully correlated. This includes the
background uncertainties, except the uncertainties due to the limited statistics of the MC simulation and
the uncertainties related to the W+jets estimate, specifically the uncertainties on the measured fake lepton
e�ciencies and the sample dependence, since both these uncertainties have a large statistical component.
The background uncertainties are added in quadrature to the statistical and experimental uncertainties to
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Leptonic  WW  cross  section:  
Jet  multiplicity  mismodelling	
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Figure 2: The invariant mass distributions are shown for dilepton pairs in selected events for eµ (left) and ee + µµ
(right) final states after the dilepton selection and the m`` requirements described in the text. The points represent
data and the stacked histograms are the MC predictions, which are normalised to L = 20.3 fb�1 using the cross
section times branching fractions shown in Table 1. The last bin is an overflow bin. Only statistical uncertainties
are shown.

The jet multiplicity distributions for data, the signal MC simulation and the di↵erent background con-
tributions after applying these requirements are shown in Figure 3. In order to suppress the dominant
top-quark background, events are required to contain no selected jets. This requirement is referred to as
the jet-veto requirement. The visible excess of events without selected jets at this stage is still subject to
changes from data-driven refinements in the background estimate as discussed in Section 6. Furthermore,
there is a significant uncertainty in WW signal predictions as discussed in Section 9.

A summary of all applied selection criteria is given in Table 2.
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Figure 3: Jet multiplicity distributions for eµ (left) and ee + µµ (right) events before the jet-veto requirement is
applied. The points represent data and the stacked histograms are the MC predictions, which are normalised to
L = 20.3 fb�1 using the cross section times branching fractions shown in Table 1. For the tt̄ production process the
NNLO+NNLL theoretical calculation from Ref. [46] is used. Only statistical uncertainties are shown.

11

CMS  reweights  MC  to  pt-­‐‑resummed  calculation.	




Other  differential  distributions:  γγ	

o  Differential cross section studied as a 

function of: 
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Figure 4. Comparison between the experimental cross sections and the predictions obtained with
parton-shower LO simulations: mγγ (top left), pT,γγ (top right), ∆φγγ (bottom left), cos θ∗

γγ
(bottom

right). The LO cross sections have been scaled to the total data cross section, by a factor 1.2. Black
dots correspond to data with error bars for their total uncertainties, which are dominated by the
systematic component. The simulated cross sections include only statistical uncertainties.
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Figure 8: The comparisons of the differential cross section between data and the SHERPA,
DIPHOX + GAMMA2MC, RESBOS, and 2gNNLO predictions for Dfgg. Black dots correspond
to data with error bars including all statistical and systematic uncertainties. Only the scale un-
certainty is included for the SHERPA prediction. Scale, PDF and aS uncertainties are included
for DIPHOX + GAMMA2MC and RESBOS. Only statistical and scale uncertainties are included for
the 2gNNLO prediction.

o  Very similar results 
between ATLAS 
(CERN-PH-
EP-2012-300) and 
CMS (CMS-
SMP-13-001) 

MC:  parton-­‐‑shower  
generators	


MC:  parton-­‐‑level  
calculation	


•  High sensitivity to prove 
perturbative QCD 
predictions 

����

����



Anomalous  Triple  Gauge  coupling  (aTGC)	

o  Deviations from SM expectations due to new physics. 
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o  Model-independent description of 
new physics 
•  Effective Field Theory (EFT) 

•  Operators of mass dimension >4 
added to the SM Lagrangian. 

•  Anomalous couplings: equivalent 
(older) scenario 

•  Linear relation between the two: 
 

12 Anomalous triple gauge couplings

To extract the aTGC, two model-independent parameterizations of possible e↵ects beyond the SM are fol-
lowed. The first makes use of an e↵ective Lagrangian describing the WWZ vertex and includes only terms
that separately conserve the charge conjugation (C) and parity (P) quantum numbers [79, 80]. The devia-
tion of the vector boson WWZ couplings from the SM predicted values are introduced as dimensionless
anomalous couplings �Z , �gZ

1 , and �Z .

Without e↵ects not described by the SM, the anomalous terms cause a violation of the unitarity bound
in the interaction amplitudes. To prevent this violation, the anomalous couplings are introduced as form
factors dependent on the partonic center-of-mass energy, ŝ: ↵(ŝ) = ↵(0)/(1 + ŝ/⇤2

co)2, where ↵(0) is the
generic anomalous coupling value at low energy and ⇤co is a cuto↵ scale at which physics e↵ects beyond
the SM should manifest.

The second parameterization is based on an e↵ective field theory (EFT) in which the particle content of
the SM is not changed and the theory is extended by adding to the SM Lagrangian a linear combination
of operators of mass dimension higher than four [81, 82]. The dimension-six operators are expected to
be dominant. There are three independent dimension-six C- and P-conserving operators that a↵ect the
electroweak vector boson self-interactions and that can lead to anomalous triple vector boson couplings.
The corresponding new terms in the Lagrangian are

O
WWW

=
c

WWW

⇤2 Tr[Wµ⌫W⌫⇢W
µ
⇢ ] ,

O
W

=
c

W

⇤2

⇣
Dµ�
⌘†

W

µ⌫ (
D⌫�) ,

O
B

=
c

B

⇤2

⇣
Dµ�
⌘

B

µ⌫ (
D⌫�) , (7)

where W

i j

,Wi j,Wi

j

(i = µ, ⌫, j = ⌫, ⇢), and B

µ⌫ are built from the SM electroweak gauge boson fields,
D

i

(i = µ, ⌫) are the covariant derivatives as introduced in the SM, and � is the Higgs doublet field. The
dimensionless coe�cients c

i

(i = WWW,W, B) and ⇤ represent the strength of the new couplings and the
energy scale of new physics, respectively. This approach does not require the introduction of arbitrary
form factors to restore unitarity.

The e↵ective field theory allows the anomalous couplings to be reinterpreted in terms of the EFT parame-
ters, c

i

/⇤2(i = WWW,W, B) [83]. For this reason the two parameterizations can be considered equivalent.
They are both used in this analysis because the first allows a comparison with previous analyses and the
second is a flexible way of parameterizing e↵ects beyond the SM in a model-independent way. Therefore,
the free parameters considered in this analysis are �Z , �gZ

1 , and �Z or c

i

/⇤2(i = WWW,W, B).

The presence of aTGC would a↵ect the W

±
Z integrated cross section and manifest itself as an increased

yield of events at high values of p

Z

T or m

WZ

T . Limits on the aTGC are extracted from the m

WZ

T di↵erential
distribution at detector level, as presented in Figure 12. The m

WZ

T distribution is expected to be less
sensitive to higher-order QCD and EW e↵ects in perturbation theory (as discussed in Section 4). For this
reason it has smaller theoretical uncertainties than the p

Z

T distribution at high values and provides more
stringent expected limits, as proven by a dedicated MC study.

The MC event generator MC@NLO is used to generate W

±
Z events and to compute, for each event, a set

of weights that are employed to reweight the SM sample to any chosen value of the anomalous couplings,
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Example:  dimension  6  operators	


Example  from  WW  
(CMS-­‐‑SMP-­‐‑14-­‐‑016)	


cW , cB , cWWW �, �k� , �gZ1

o  New physics parameters estimated 
fitting data 
•  Expected larger effect at larger mass 
•  The invariant mass is used  

•  or related quantities as boson pT 



Charged  couplings:  WWγ	


17/05/16 53 hEps://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC	




Charged  couplings:  WWZ	


17/05/16 54 hEps://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC	




Neutral  coupling:  ZZγ  /Zγγ	
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Neutral  couplings:  ZZγ/ZZZ	
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Combining  aTGC  and  Higgs  
measurements  	


o  Some EFT dimension-6 operators contribute to 
anomalous Higgs interactions and aTGCs at the 
same time  

o  Increase sensitivity combining the LHC results on 
TGVs and Higgs couplings 

o  Ref: arXiv:1604.03105, combination of Run 1 results. 
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Figure 4: Allowed 95% CL ranges for individual Wilson coe�cients f
x

/⇤2 from a one-dimensional profile likelihood. We show

results from Run I Higgs observables only (red bars) and for a combined Higgs plus TGV analysis (blue). For the upper panels

we allow for sign changes in the individual Yukawa couplings, while in the lower panel we fix their signs to the Standard Model

one.
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Vector  Boson  Fusion  (VBF)	
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Figure 11. (a) The dijet invariant mass distribution in the control region. The simulation has
been normalised to match the number of events observed in the data. The lower panel shows
the reweighting function used to constrain the shape of the background template. (b) The dijet
invariant mass distribution in the search region. The signal and (constrained) background templates
are scaled to match the number of events obtained in the fit. The lowest panel shows the ratio of
constrained and unconstrained background templates to the data.

Table 5. The number of strong (Nbkg) and electroweak (NEW) Zjj events as predicted by the
MC simulation and obtained from a fit to the data. The number of events in data is also given.
The first and second uncertainties on the fitted yields are due to statistical uncertainties in data
and simulation, respectively. The first and second uncertainties in the MC prediction are the
experimental and theoretical systematic uncertainties, respectively.

Electron Muon Electron+muon

Data 14248 17938 32186

MC predicted N
bkg

13700± 1200+1400

�1700

18600± 1500+1900

�2300

32600± 2600+3400

�4000

MC predicted N
EW

602± 27± 18 731± 29± 22 1333± 50± 40

Fitted N
bkg

13351± 144± 29 17201± 161± 31 30530± 216± 40

Fitted N
EW

897± 92± 27 737± 98± 28 1657± 134± 40

8.2 Validation of the control region constraint procedure

The data-driven background constraint derived in the control region is an important com-

ponent of the analysis as it improves the modelling of the background m
jj

spectrum and

constrains the impact of experimental and theoretical uncertainties. Several cross-checks

are performed to validate the method.
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Figure 7: Distributions for the BDT discriminants in ee (top row) and µµ (bottom row) events,
used by analysis A. The distributions obtained in the control regions are shown at the left
while the ones obtained in the signal region are shown at the right. The ratios for data to MC
simulations are given in the bottom panels in the left column, showing the impact of changes
in JES by ±1 SD. The bottom panels of the right column show the differences between data or
the expected EW Zjj contribution with respect to the background (BG).

o  ATLAS: Z+2j (CERN-PH-EP-2013-227). CMS: 
Z+2j (CMS-FSQ-12-035), W+2j 
(SMP-13-012) 
•  CMS: fit BDT output 

•  Interference term added in the fit (not 
modelled by MC) 

•  ATLAS: fit mjj 
•  interference considered as 

background 
•  background normalized to 

control region 
•  ATLAS also measure inclusive cross 

section. 

o  Evidence of SM signal with more 
than 5σ significance from both 
experiments 



VBS  unitarization	
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Other  VBS  channels	
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Figure 11: The measured W

±
Z di↵erential cross section as a function of the invariant mass of the two leading jets

with pT > 30 GeV. The inner and outer error bars on the data points represent the statistical and total uncertainties,
respectively. The measurements are compared to the prediction from Sherpa (red line), which includes both the
WZ j j-QCD and WZ j j-EW processes, Powheg+Pythia (dashed blue line) and MC@NLO (dotted-dashed violet
line). The part of the Sherpa prediction corresponding to WZ j j-EW events is also represented by a dashed red
line. In the bottom panel the dashed red line therefore corresponds to the WZ j j-EW fraction of the total Sherpa
prediction. The right y-axis refers to the last cross section point, separated from the others by a vertical dashed line,
as this last bin is integrated up to the maximum value reached in the phase space.

95% CL upper limit on �fid.
W

±
Z j j-EW!`0⌫`` [fb]

VBS only VBS + tZ j

VBS phase space
Observed 0.63 0.67
Expected 0.45 0.49

±1� Expected [0.28 ; 0.62] [0.33 ; 0.67]
±2� Expected [0.08 ; 0.80] [0.19 ; 0.84]

aQGC phase space
Observed 0.25 0.25
Expected 0.13 0.13

±1� Expected [0.08 ; 0.20] [0.08 ; 0.20]
±2� Expected [0.04 ; 0.28] [0.06 ; 0.28]

Table 7: Observed and expected upper limits at 95% CL in fb on the fiducial cross section �fid.
W

±
Z j j-EW!`0 ⌫`` , multi-

plied by the W and Z branching ratios in a single leptonic channel with muons or electrons in the VBS and aQGC
fiducial phase space. Values obtained with or without subtraction of the tZ j contribution are presented. The 1 �
and 2 � uncertainty intervals around the expected limits are also indicated.
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�fid(WZjj) = 10.8± 4.0(stat )± 1.3(syst.) fb

�MC
fid (WZjj) = 14.4± 4.0fb

WZjj:  ATLAS	


o  WZjj (CMS: CMS-SMP-13-015. ATLAS: 
CERN-EP-2016-017) 
•  CMS: require one additional lepton 

in same-sign WWjj 
•  ATLAS: require two jets in WZ 

analysis 

o  Wγjj / Zγjj (CMS: SMP-14-011, 
SMP-14-018) 
•  Cut and count approach. 
•  Evidence of electroweak 

contribution. 
WZjj:  CMS	
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Figure 2: The signal region Mjj distribution, for muon channel (left) and electron channel
(right). The backgrounds for misidentified photons and electrons are estimated from data as
described in the text. The dibosons contribution include WV(+g) and Zg(+jets) processes. The
top contribution includes both the tt̄g and single top quark processes. Signal contribution is
shown on top of backgrounds. The last bin has been extended to include the overflow events,
and the hatched error bands include the full statistical and systematic uncertainties on the
backgrounds summed in quadrature. The uncertainty in the ratio plot corresponds to this
hatched error.

Table 2: Number of events per process, with combined statistical and systematic uncertainty.
The “Total prediction” represents the sum of all the individual contributions. The multijets
with one jet misidentified as an electron background is negligible in this region.

Process Muon channel Electron channel
EWK-induced Wg+2jets 5.8 ± 1.8 3.8 ± 1.2
QCD-induced Wg+jets 11.2 ± 3.2 10.3 ± 3.2

W + jets, 1 jet ! g 3.1 ± 0.8 2.2 ± 0.6
MC tt̄g 1.2 ± 0.6 0.4 ± 0.2

MC single top quark 0.5 ± 0.5 0.6 ± 0.4
MC WVg, V! two jets 0.3 ± 0.2 0.3 ± 0.2

MC Zg + jets 0.2 ± 0.2 0.3 ± 0.2
Total prediction 22.1 ± 7.2 17.9 ± 6.0

Data 24 20

• Mjj > 700 GeV, |Dh(j, j)| > 2.4,

• pl
T > 20 GeV, |hl | < 2.4,

• pg
T > 20 GeV, |hg| < 1.4442,

• E/T > 20 GeV,
• DRj,j, DRl,j, DRg,j, DRl,g > 0.4.

The fiducial region does not include selection requirements on the Zeppenfeld variable |yWg �
(yj1 + yj2)/2.0| and the |DfWg,dijet| variable, that are applied at the reconstruction level. The
acceptance correction for these selections is 0.289 ± 0.001 for EWK and 0.174 ± 0.002 for QCD.

Theoretical predictions are obtained based on the modelling of the simulated events as de-
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Figure 2: The Mjj distributions measured in (a) muon and (b) electron channels. The data (solid
symbols with error bars representing the statistical uncertainties) are compared to background
estimate based on data as described in the text convoluted with MC predictions for the signal
contribution. The shadowed bands represent the full uncertainty on predictions as described
in Section. 6. The last bin is overflow bin that contains the events above 1200 GeV.

mated by dividing the misidentified photon region into two regions based on isolation vari-
ables bounds in standard photon selection criteria and calculate the difference of the misiden-
tified photon rate in each subregion. These uncertainties are found to be 13.3%, 21.2%, 48.6%
for pg

T regions 20-30 GeV, 30-50 GeV and above 50 GeV respectively. The shape uncertainty is
estimated by using the fake photon templates from MC Drell-Yan sample instead of those mea-
sured in data. These uncertainties are respectively 7.7%, 5.1%, 4.6% for the same pg

T bins. Thus
the final total uncertainties of the misidentified photon background estimation are 15.3%, 21.8%
and 48.8%.

The systematic uncertainty in the estimation of trigger efficiency is found to be 1.2% and 1.7%
for Z!µ+µ� channel and Z!e+e� respectively and the systematic uncertainty in the efficien-
cies of lepton reconstruction and identification for both channels is found to be 1.9% and 1.0%
respectively [28], using the tag-and-probe technique [16]. The systematic uncertainty of jet
energy scale and resolution is estimated by varying up and down the jet energy scale and res-
olution by 1s and computing the effect on the acceptance, and the value is 14.1% for Mjj > 400
GeV [29]. The uncertainty in the integrated luminosity is 2.6% [30].

The PDF uncertainty for signal is estimated with CT10 [31] following the asymmetric Hessian
method illustrated in Ref. [32, 33], with the values 4.2% and 2.4% in two Mjj bins. The scale
uncertainty is evaluated by varying renormalization and factorization scales independently by
a factor of 2, with the values 9% and 12% in two Mjj bins. Moreover, the interference effect be-
tween QCD and EWK Zg+two jets processes, which is defined as s(QCD + EWK)� s(QCD)�
s(EWK)]/s(EWK), is considered and it is included in the relevant uncertainty, with the val-
ues 17.5% and 10.9% in two Mjj bins. These three kinds of theoretical uncertainties are only
considered for signal process. Moreover, the theoretical uncertainty from the top background
is 20% [3].

All the systematic uncertainties metioned will be applied in the significance measurement and
aQGC search, and propagated to the uncertainty of the measured fiducial cross section, with

SMP-­‐‑14-­‐‑018  	
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Figure 3: The four-body invariant mass (m`+`���) distributions from inclusive (Njet � 0) `+`��� events for the
electron (left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are
compared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.
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Figure 4: The diphoton invariant mass (m��) distributions from inclusive (Njet � 0) `+`��� events for the electron
(left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are com-
pared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.

13

13

respectively. These two measurements are combined using the Best Linear Unbiased Estimate
(BLUE) method [34–36] assuming lepton universality to hold, thus decreasing the statistical
uncertainty on the fiducial cross-section measurement. Correlated uncertainties between the
background estimates in the two channels are treated properly in the BLUE combination. The
following results for the fiducial cross sections are obtained:

sfid
Zgg · BR (Z ! ``) = 12.7 ± 1.4 (stat) ± 1.8 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions.
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Figure 3: The pT of the diphoton system for the W±gg analysis. The jet misidentification back-
ground contribution is determined from data-driven methods. The Zgg and other multiboson
contributions are estimated using simulation and are normalized to their production cross sec-
tion. The hatched band represents the total uncertainty of all background sources, combined in
quadrature. The last bin includes all events having pgg

T > 80 GeV, but the normalization is to
the displayed bin width.

6 Limits on anomalous quartic-gauge couplings

6.1 Effective Field theory

The presence of the quartic WWgg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the SM at low energies, is used to describe
possible deviations from the SM [37].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
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�fid [fb] �MCFM [fb]

Inclusive (Njet � 0)
µ⌫�� 7.1 +1.3

�1.2 (stat.) ±1.5 (syst.) ±0.2 (lumi.)
2.90 ± 0.16e⌫�� 4.3 +1.8

�1.6 (stat.) +1.9
�1.8 (syst.) ±0.2 (lumi.)

`⌫�� 6.1 +1.1
�1.0 (stat.) ±1.2 (syst.) ±0.2 (lumi.)

Exclusive (Njet = 0)
µ⌫�� 3.5 ± 0.9 (stat.) +1.1

�1.0 (syst.) ±0.1 (lumi.)
1.88 ± 0.20e⌫�� 1.9 +1.4

�1.1 (stat.) +1.1
�1.2 (syst.) ±0.1 (lumi.)

`⌫�� 2.9 +0.8
�0.7 (stat.) +1.0

�0.9 (syst.) ±0.1 (lumi.)

Table 3: Measurement of the pp! `⌫�� + X inclusive and exclusive fiducial cross sections.

and muon channels in the inclusive case, and to (15.1±0.7)% and (39.7±1.0)% in the exclusive case. The
given uncertainties are statistical only. Corrections are applied to account for small di↵erences between
data and MC simulation in lepton, photon, and jet e�ciencies, momentum scale and resolution, additional
pp interactions, and beam-spot position.

Systematic uncertainties on the cross section are accounted for by introducing nuisance parameters in
the likelihood which modify the signal and background expected yields. Correlations between systematic
uncertainties in the two channels are accounted for in the combined fit. When combining the two channels,
the dominant systematic uncertainties in the inclusive and exclusive cross-section measurements are 14%
and 23% from the data-driven background estimates, 5% to 7% from the jet energy scale, and 3% from the
luminosity. Other systematic uncertainties considered stem from the electromagnetic and muonic energy
scale and resolution, the object reconstruction, the pileup description, and the trigger e�ciency. These
are found to have a minor impact, below 3%. Theoretical uncertainties on the signal modeling, a↵ecting
only the acceptance extrapolation, are negligible. The measured cross sections are shown in Table 3. The
significance after combining the two channels is larger than 3� in the inclusive case. The measurements
in the electron and muon channels are compatible within 1�.

The SM prediction for the W(`⌫)�� cross section is calculated with the parton-level MC program MCFM [49]
at next-to-leading order (NLO). The calculations are performed using the MCFM default electroweak
parameters [50] and the CT10 PDF set. The renormalization and factorization scales are set to the in-
variant mass of the `⌫�� system. The fragmentation of quarks and gluons to photons is included using
the fragmentation function GdRG_LO [51]. The kinematic requirements at parton level match the fiducial
acceptance of Table 2.

In addition to the inclusive prediction, an exclusive cross section is obtained by vetoing events with
an additional jet emission. To account for the di↵erence between jets defined at parton and particle
levels, a correction factor of about 0.87 in the exclusive case is computed and applied to the prediction as
documented in Ref. [5]. Uncertainties on the two predictions include the e↵ect of varying independently
the renormalization and factorization scales by factors of 0.5 and 2.0, evaluating the CT10 PDF error sets
scaled to the 68% confidence level (CL), the uncertainties on quark or gluon fragmentation to a photon,
and the parton to particle correction factors. The predictions for W(`⌫)�� production are compared to
the measured cross sections in Table 3. The measured cross section is higher by 1.9� in the inclusive
case, while better agreement is seen in the exclusive case, similar to the measurement of W� and Z�
in Ref. [5]. In the case of Z� and W�, higher order corrections were calculated to be smaller for the
exclusive compared to the inclusive case [52]. As the process W�� has similar properties, the exclusive

5

ATLAS:  CERN-­‐‑PH-­‐‑EP-­‐‑2015-­‐‑009	
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respectively. These two measurements are combined using the Best Linear Unbiased Estimate
(BLUE) method [34–36] assuming lepton universality to hold, thus decreasing the statistical
uncertainty on the fiducial cross-section measurement. Correlated uncertainties between the
background estimates in the two channels are treated properly in the BLUE combination. The
following results for the fiducial cross sections are obtained:

sfid
Zgg · BR (Z ! ``) = 12.7 ± 1.4 (stat) ± 1.8 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions.
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Figure 3: The pT of the diphoton system for the W±gg analysis. The jet misidentification back-
ground contribution is determined from data-driven methods. The Zgg and other multiboson
contributions are estimated using simulation and are normalized to their production cross sec-
tion. The hatched band represents the total uncertainty of all background sources, combined in
quadrature. The last bin includes all events having pgg

T > 80 GeV, but the normalization is to
the displayed bin width.

6 Limits on anomalous quartic-gauge couplings

6.1 Effective Field theory

The presence of the quartic WWgg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the SM at low energies, is used to describe
possible deviations from the SM [37].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-

5.3 Results 11

determined by a pixel seed counting luminosity measurement [33]. The systematic uncertainty
is determined by scaling the distribution by 5%.

All systematic uncertainties are propagated to the cross-section measurements. A summary
of systematic sources affecting the W±gg measurement is presented in Table 5 and for the
Zgg measurement in Table 6. For W±gg the total uncertainty from the acceptance sources is
4% and for Zgg the uncertainties are 7% (5%) in the electron (muon) channel.

Table 5: Systematic and statistical uncertainties affecting the W±gg fiducial cross section for
events with a leading photon having pT > 25 GeV.

Systematic Uncertainties Wgg ! µgg

Signal Simulation Systematics d(sW±gg )
Simulation Statistics 2.40%
Trigger 0.26%
Photon Identification 2.04%
Muon Identification and Isolation 0.27%
Photon Pixel Seed Electron Veto
Photon Energy Scale 2.10%
Muon Energy Scale 0.19%
Emiss

T Scale 1.39%
PDF 1.45%
Renormalization and Factorization 0.77%
Pile-up 0.17%

Total Signal Simulation Systematics 4.38%
Background Systematics d(sW±gg )

Misidentified Jet 37.19%
Zgg 5.73%
Other Multiboson Backgrounds 1.02%

Total Background 37.64%
Statistical Uncertainties d(sW±gg )

Signal Region 29.30%
Sidebands 4.39%

Total Statistical 29.60%
Total Systematic 37.89%
Total Luminosity 2.72%

5.3 Results

The distribution of events are studied as a function of the diphoton transverse momentum.
Figures 3 and 4 show the transverse momentum of the diphoton system for events passing
all analysis requirements of W±gg and Zgg , respectively. The signal is observed with a
significance of 2.4 s for the W±gg selection and 5.9 s for the Zgg selection. The measured
fiducial cross section in the muon channel is,

sfid
W±gg · BR (W ! `n) = 6.0 ± 1.8 (stat) ± 2.3 (syst) ± 0.2 (lumi) fb .

The fiducial cross sections measured in the Zgg analysis are 12.5 ± 2.1 (stat) ± 2.1 (syst) ±
0.3 (lumi) fb and 12.8 ± 1.8 (stat) ± 1.7 (syst) ± 0.3 (lumi) fb in the electron and muon channels

Zγγ              	


The measurements of the cross sections in the e+e�� and µ+µ�� final states agree within one standard
deviation. In order to assess the compatibility of the cross-section measurements in the e+e��� and
µ+µ��� final states, a profile-likelihood ratio is constructed, parameterized as a function of the di↵erence
in measured cross sections. With this approach, the measurements are found to be compatible within 1.7
(1.8) standard deviations in the inclusive (exclusive) case.

Channel Measurement [fb] MCFM Prediction [fb] NNLO Prediction [fb]

Njets � 0
e+e�� 1510 ±15(stat.)+91

�84(syst.)+30
�28(lumi.)

1345+66
�82 1483+19

�37µ+µ�� 1507 ±13(stat.)+78
�73(syst.)+29

�28(lumi.)
`+`�� 1507 ±10(stat.)+78

�73(syst.)+29
�28(lumi.)

⌫⌫̄� 68 ±4(stat.)+33
�32(syst.) ± 1(lumi.) 68.2±2.2 81.4+2.4

�2.2

Njets = 0
e+e�� 1205 ±14(stat.)+84

�75(syst.) ± 23(lumi.)
1191+71

�89 1230+10
�18µ+µ�� 1188 ±12(stat.)+68

�63(syst.)+23
�22(lumi.)

`+`�� 1189 ±9(stat.)+69
�63(syst.)+23

�22(lumi.)
⌫⌫̄� 43 ±2(stat.) ± 10(syst.) ± 1(lumi.) 51.0+2.1

�2.3 49.21+0.61
�0.52

Njets � 0
e+e��� 6.2 +1.2

�1.1(stat.) ± 0.4(syst.) ± 0.1(lumi.)
3.70+0.21

�0.11µ+µ��� 3.83 +0.95
�0.85(stat.)+0.48

�0.47(syst.) ± 0.07(lumi.)
`+`��� 5.07 +0.73

�0.68(stat.)+0.41
�0.38(syst.) ± 0.10(lumi.)

⌫⌫̄�� 2.5 +1.0
�0.9(stat.) ± 1.1(syst.) ± 0.1(lumi.) 0.737+0.039

�0.032

Njets = 0
e+e��� 4.6 +1.0

�0.9(stat.)+0.4
�0.3(syst.) ± 0.1(lumi.)

2.91+0.23
�0.12µ+µ��� 2.38 +0.77

�0.67(stat.)+0.33
�0.32(syst.)+0.05

�0.04(lumi.)
`+`��� 3.48 +0.61

�0.56(stat.)+0.29
�0.25(syst.) ± 0.07(lumi.)

⌫⌫̄�� 1.18 +0.52
�0.44(stat.)+0.48

�0.49(syst.) ± 0.02(lumi.) 0.395+0.049
�0.037

Table 8: Measured cross sections for the Z� and Z�� processes at
p

s = 8 TeV in the extended fiducial regions
defined in Table 5. The SM predictions from the generator MCFM calculated at NLO, as well as the predictions at
NNLO [56] (for Z� only), are also shown in the table with combined statistical and systematic uncertainties. All
MCFM [57] and NNLO predictions are corrected to particle level using parton-to-particle scale factors as described
in Section 7.1.

6.4 Di↵erential extended fiducial cross section for Z� production

The measurements of di↵erential cross sections allow the comparison of data results to theory predictions
in terms of not only their overall normalizations, but also their shapes. The measurements are performed
for Z� production in several observables that are sensitive to higher-order perturbative QCD corrections.
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Table 8: Measured cross sections for the Z� and Z�� processes at
p

s = 8 TeV in the extended fiducial regions
defined in Table 5. The SM predictions from the generator MCFM calculated at NLO, as well as the predictions at
NNLO [56] (for Z� only), are also shown in the table with combined statistical and systematic uncertainties. All
MCFM [57] and NNLO predictions are corrected to particle level using parton-to-particle scale factors as described
in Section 7.1.

6.4 Di↵erential extended fiducial cross section for Z� production

The measurements of di↵erential cross sections allow the comparison of data results to theory predictions
in terms of not only their overall normalizations, but also their shapes. The measurements are performed
for Z� production in several observables that are sensitive to higher-order perturbative QCD corrections.
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respectively. These two measurements are combined using the Best Linear Unbiased Estimate
(BLUE) method [34–36] assuming lepton universality to hold, thus decreasing the statistical
uncertainty on the fiducial cross-section measurement. Correlated uncertainties between the
background estimates in the two channels are treated properly in the BLUE combination. The
following results for the fiducial cross sections are obtained:

sfid
Zgg · BR (Z ! ``) = 12.7 ± 1.4 (stat) ± 1.8 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions.
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Figure 3: The pT of the diphoton system for the W±gg analysis. The jet misidentification back-
ground contribution is determined from data-driven methods. The Zgg and other multiboson
contributions are estimated using simulation and are normalized to their production cross sec-
tion. The hatched band represents the total uncertainty of all background sources, combined in
quadrature. The last bin includes all events having pgg

T > 80 GeV, but the normalization is to
the displayed bin width.

6 Limits on anomalous quartic-gauge couplings

6.1 Effective Field theory

The presence of the quartic WWgg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the SM at low energies, is used to describe
possible deviations from the SM [37].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
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Figure 3: The four-body invariant mass (m`+`���) distributions from inclusive (Njet � 0) `+`��� events for the
electron (left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are
compared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.
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Figure 4: The diphoton invariant mass (m��) distributions from inclusive (Njet � 0) `+`��� events for the electron
(left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are com-
pared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.
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inclusive (Njet � 0) ⌫⌫̄�� events. The numbers of candidates observed in data (points with error bars) are com-
pared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.2.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1. The ratio of the numbers of candidates observed in data to
the sum of expected signal and backgrounds is also shown.

Cuts `+`�� `+`��� ⌫⌫̄� ⌫⌫̄��
Lepton p`T > 25 GeV p`T > 25 GeV - -

|⌘`| < 2.47 |⌘`| < 2.47 - -
Boson m`+`� > 40 GeV m`+`� > 40 GeV p⌫⌫̄T > 100 GeV p⌫⌫̄T > 110 GeV
Photon E�T > 15 GeV E�T > 15 GeV E�T > 130 GeV E�T > 22 GeV

|⌘�| < 2.37
�R(`, �) > 0.7 �R(`, �) > 0.4 - -

- �R(�, �) > 0.4 - �R(�, �) > 0.4
✏ p

h <0.5
Jet pjet

T > 30 GeV, |⌘jet| < 4.5
�R(jet, `/�) > 0.3 �R(jet, `/�) > 0.3 �R(jet, �) > 0.3 �R(jet, �) > 0.3

Inclusive : Njet � 0, Exclusive : Njet = 0

Table 5: Definition of the extended fiducial regions where the cross sections are measured. The variable p⌫⌫̄T is the
transverse momentum of the Z boson decaying to a neutrino pair. The variable ✏ p

h is the transverse energy carried
by the closest particle level jet in a cone of �R = 0.4 around the photon direction, excluding the photon and divided
by the photon transverse energy.
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The measurements of the cross sections in the e+e�� and µ+µ�� final states agree within one standard
deviation. In order to assess the compatibility of the cross-section measurements in the e+e��� and
µ+µ��� final states, a profile-likelihood ratio is constructed, parameterized as a function of the di↵erence
in measured cross sections. With this approach, the measurements are found to be compatible within 1.7
(1.8) standard deviations in the inclusive (exclusive) case.

Channel Measurement [fb] MCFM Prediction [fb] NNLO Prediction [fb]

Njets � 0
e+e�� 1510 ±15(stat.)+91

�84(syst.)+30
�28(lumi.)

1345+66
�82 1483+19

�37µ+µ�� 1507 ±13(stat.)+78
�73(syst.)+29

�28(lumi.)
`+`�� 1507 ±10(stat.)+78

�73(syst.)+29
�28(lumi.)

⌫⌫̄� 68 ±4(stat.)+33
�32(syst.) ± 1(lumi.) 68.2±2.2 81.4+2.4

�2.2

Njets = 0
e+e�� 1205 ±14(stat.)+84

�75(syst.) ± 23(lumi.)
1191+71

�89 1230+10
�18µ+µ�� 1188 ±12(stat.)+68

�63(syst.)+23
�22(lumi.)

`+`�� 1189 ±9(stat.)+69
�63(syst.)+23

�22(lumi.)
⌫⌫̄� 43 ±2(stat.) ± 10(syst.) ± 1(lumi.) 51.0+2.1

�2.3 49.21+0.61
�0.52

Njets � 0
e+e��� 6.2 +1.2

�1.1(stat.) ± 0.4(syst.) ± 0.1(lumi.)
3.70+0.21

�0.11µ+µ��� 3.83 +0.95
�0.85(stat.)+0.48

�0.47(syst.) ± 0.07(lumi.)
`+`��� 5.07 +0.73

�0.68(stat.)+0.41
�0.38(syst.) ± 0.10(lumi.)

⌫⌫̄�� 2.5 +1.0
�0.9(stat.) ± 1.1(syst.) ± 0.1(lumi.) 0.737+0.039

�0.032

Njets = 0
e+e��� 4.6 +1.0

�0.9(stat.)+0.4
�0.3(syst.) ± 0.1(lumi.)

2.91+0.23
�0.12µ+µ��� 2.38 +0.77

�0.67(stat.)+0.33
�0.32(syst.)+0.05

�0.04(lumi.)
`+`��� 3.48 +0.61

�0.56(stat.)+0.29
�0.25(syst.) ± 0.07(lumi.)

⌫⌫̄�� 1.18 +0.52
�0.44(stat.)+0.48

�0.49(syst.) ± 0.02(lumi.) 0.395+0.049
�0.037

Table 8: Measured cross sections for the Z� and Z�� processes at
p

s = 8 TeV in the extended fiducial regions
defined in Table 5. The SM predictions from the generator MCFM calculated at NLO, as well as the predictions at
NNLO [56] (for Z� only), are also shown in the table with combined statistical and systematic uncertainties. All
MCFM [57] and NNLO predictions are corrected to particle level using parton-to-particle scale factors as described
in Section 7.1.

6.4 Di↵erential extended fiducial cross section for Z� production

The measurements of di↵erential cross sections allow the comparison of data results to theory predictions
in terms of not only their overall normalizations, but also their shapes. The measurements are performed
for Z� production in several observables that are sensitive to higher-order perturbative QCD corrections.
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Figure 3: The four-body invariant mass (m`+`���) distributions from inclusive (Njet � 0) `+`��� events for the
electron (left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are
compared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.
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Figure 4: The diphoton invariant mass (m��) distributions from inclusive (Njet � 0) `+`��� events for the electron
(left) and muon (right) channels. The numbers of candidates observed in data (points with error bars) are com-
pared to the sum of the SM signal predicted from Sherpa and the various backgrounds discussed in Section 5.1.
The uncertainty band on the sum of expected signal and backgrounds includes both the statistical and systematic
uncertainties in the MC simulations and the data-driven background estimate added in quadrature. The signal is
normalized using the cross sections predicted by Sherpa. The theoretical uncertainties in the signal cross sections
are evaluated using MCFM, as described in Section 7.1.
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Figure 4: The pT of the diphoton system in the muon (left) and electron (right) channels for
the Zgg analysis. The jet misidentification background contributions are determined from
a data-driven estimate. The other multiboson background contributions are estimated using
simulation and are normalized to their production cross section. The hatched band represents
the total uncertainty of all background sources, combined in quadrature. The last bin includes
all events having pgg

T > 80 GeV, but the normalization is to the displayed bin width.

ments. The dimension-8 theories are the lowest order at which aQGCs are expected, but aTGCs
are not.

There are fourteen operators that contribute to the WWgg coupling in the dimension-8 for-
malism [15, 38]. We focus our study on the fM,23 and fT,012 couplings [39]. In the presence
of anomalous couplings, the W±gg cross section would increase rapidly with the energy of
the WWgg vertex, resulting in a violation of unitarity. Various approaches, such as the inclu-
sion of a dipole form factor to suppress the effect of an anomalous coupling above a selected
cut-off scale Lcutoff, are proposed [40, 41]. Under the assumption that the energy reach of the
analysis does not violate unitarity, we quote results without a form factor, corresponding to a
Lcutoff equal to infinity. Using VBFNLO, this assumption is confirmed by checking, for each
of the observed anomalous coupling limits, the vertex energy at which the predicted cross sec-
tion surpasses the unitarity bound [42]. For the W±gg signal simulation, much fewer that one
event is predicted above such energies.

6.2 Statistical analysis and Results

Anomalous QGC events are most likely to occur at high Q2 and therefore at high lead-photon
pT. Figure 5 shows the predicted yield from an aQGC where the fT,0 parameter is 50 TeV�4. The
figure shows the data and background predictions as well as the SM W±gg signal prediction.
To optimize the available statistics and the sensitivity to anomalous QGC, only events having
a lead photon with pT > 70 GeV are considered. Limits are set with events split into the three
categories by the reconstructed photons’ detector region (See Section 3.1).

Assuming Poisson statistics, a likelihood method is used to define a 95% confidence interval.
We define the test statistic t f as the ratio of a specific coupling strength’s likelihood to the
maximum likelihood:

t f = �2 ln
L( f , ˆ̂q)

L( f̂ , q̂)
, (6)

where L is the likelihood function, f is the anomalous coupling parameter, ˆ̂q are the nuisance
parameters maximizing likelihood at that f value, and f̂ and q̂ are the coupling strength and
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respectively. These two measurements are combined using the Best Linear Unbiased Estimate
(BLUE) method [34–36] assuming lepton universality to hold, thus decreasing the statistical
uncertainty on the fiducial cross-section measurement. Correlated uncertainties between the
background estimates in the two channels are treated properly in the BLUE combination. The
following results for the fiducial cross sections are obtained:

sfid
Zgg · BR (Z ! ``) = 12.7 ± 1.4 (stat) ± 1.8 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions.
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Figure 3: The pT of the diphoton system for the W±gg analysis. The jet misidentification back-
ground contribution is determined from data-driven methods. The Zgg and other multiboson
contributions are estimated using simulation and are normalized to their production cross sec-
tion. The hatched band represents the total uncertainty of all background sources, combined in
quadrature. The last bin includes all events having pgg

T > 80 GeV, but the normalization is to
the displayed bin width.

6 Limits on anomalous quartic-gauge couplings

6.1 Effective Field theory

The presence of the quartic WWgg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the SM at low energies, is used to describe
possible deviations from the SM [37].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
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space are performed using MadGraph. The following results were obtained, with uncertainties
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possible deviations from the SM [37].
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Figure 1: Diphoton invariant mass distribution in the electron (left) and muon (right) channels. The expected signal
based on the SHERPA prediction is shown. The hashed areas show the total systematic and statistical uncertainty
on the background estimate.

grounds coming from fakes, all of them provide consistent results. In the estimation of the fake-photon
background, systematic uncertainties arise from the limited number of events in the control regions, the
functional form used to describe the background isolation energy distribution, the definition of the control
region, the modeling of the signal in the MC samples and the corresponding statistical uncertainty. In the
estimate of the fake-lepton background, systematic uncertainties related to the control region definitions
and the residual correlation of the discriminating variables are considered.

The fiducial cross sections �fid
W�� are obtained from a maximum-likelihood fit, similarly to Ref. [5], for the

electron channel, the muon channel, and the combination of the two assuming lepton universality to de-
termine the W(`⌫)�� cross section for a single lepton flavor. They are measured in a phase space, defined
in Table 2, close to that of the experimentally selected region. Here p

⌫
T is the transverse momentum of

the neutrino and ✏ph is the fractional energy carried by the closest particle-level jet in a cone of �R = 0.4
around each photon direction.

Definition of the fiducial region
p

`
T > 20 GeV, p

⌫
T > 25 GeV, |⌘`| < 2.5

mT > 40 GeV
E

�
T > 20 GeV, |⌘�| < 2.37, iso. fraction ✏ph < 0.5
�R(`, �) > 0.7, �R(�, �) > 0.4, �R(`/�, jet) > 0.3

Exclusive: no anti-k
t

jets with p

jet
T > 30 GeV, |⌘jet| < 4.4

Table 2: Definition of the fiducial region for which the cross section is evaluated.

The e�ciency of the signal selection and the small acceptance correction due to the extrapolation over
the calorimeter transition region and to |⌘| = 2.5 for the leptons are taken into account in the procedure.
The acceptance correction factors are 0.83 and 0.90 in the electron and muon channel, respectively. The
combined e�ciency and acceptance correction amounts to (19.6±0.5)% and (40.4±0.7)% in the electron

4
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�fid [fb] �MCFM [fb]
Inclusive (Njet � 0)

µ⌫�� 7.1 +1.3
�1.2 (stat.) ±1.5 (syst.) ±0.2 (lumi.)

2.90 ± 0.16e⌫�� 4.3 +1.8
�1.6 (stat.) +1.9

�1.8 (syst.) ±0.2 (lumi.)
`⌫�� 6.1 +1.1

�1.0 (stat.) ±1.2 (syst.) ±0.2 (lumi.)
Exclusive (Njet = 0)

µ⌫�� 3.5 ± 0.9 (stat.) +1.1
�1.0 (syst.) ±0.1 (lumi.)

1.88 ± 0.20e⌫�� 1.9 +1.4
�1.1 (stat.) +1.1

�1.2 (syst.) ±0.1 (lumi.)
`⌫�� 2.9 +0.8

�0.7 (stat.) +1.0
�0.9 (syst.) ±0.1 (lumi.)

Table 3: Measurement of the pp! `⌫�� + X inclusive and exclusive fiducial cross sections.

and muon channels in the inclusive case, and to (15.1±0.7)% and (39.7±1.0)% in the exclusive case. The
given uncertainties are statistical only. Corrections are applied to account for small di↵erences between
data and MC simulation in lepton, photon, and jet e�ciencies, momentum scale and resolution, additional
pp interactions, and beam-spot position.

Systematic uncertainties on the cross section are accounted for by introducing nuisance parameters in
the likelihood which modify the signal and background expected yields. Correlations between systematic
uncertainties in the two channels are accounted for in the combined fit. When combining the two channels,
the dominant systematic uncertainties in the inclusive and exclusive cross-section measurements are 14%
and 23% from the data-driven background estimates, 5% to 7% from the jet energy scale, and 3% from the
luminosity. Other systematic uncertainties considered stem from the electromagnetic and muonic energy
scale and resolution, the object reconstruction, the pileup description, and the trigger e�ciency. These
are found to have a minor impact, below 3%. Theoretical uncertainties on the signal modeling, a↵ecting
only the acceptance extrapolation, are negligible. The measured cross sections are shown in Table 3. The
significance after combining the two channels is larger than 3� in the inclusive case. The measurements
in the electron and muon channels are compatible within 1�.

The SM prediction for the W(`⌫)�� cross section is calculated with the parton-level MC program MCFM [49]
at next-to-leading order (NLO). The calculations are performed using the MCFM default electroweak
parameters [50] and the CT10 PDF set. The renormalization and factorization scales are set to the in-
variant mass of the `⌫�� system. The fragmentation of quarks and gluons to photons is included using
the fragmentation function GdRG_LO [51]. The kinematic requirements at parton level match the fiducial
acceptance of Table 2.

In addition to the inclusive prediction, an exclusive cross section is obtained by vetoing events with
an additional jet emission. To account for the di↵erence between jets defined at parton and particle
levels, a correction factor of about 0.87 in the exclusive case is computed and applied to the prediction as
documented in Ref. [5]. Uncertainties on the two predictions include the e↵ect of varying independently
the renormalization and factorization scales by factors of 0.5 and 2.0, evaluating the CT10 PDF error sets
scaled to the 68% confidence level (CL), the uncertainties on quark or gluon fragmentation to a photon,
and the parton to particle correction factors. The predictions for W(`⌫)�� production are compared to
the measured cross sections in Table 3. The measured cross section is higher by 1.9� in the inclusive
case, while better agreement is seen in the exclusive case, similar to the measurement of W� and Z�
in Ref. [5]. In the case of Z� and W�, higher order corrections were calculated to be smaller for the
exclusive compared to the inclusive case [52]. As the process W�� has similar properties, the exclusive
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respectively. These two measurements are combined using the Best Linear Unbiased Estimate
(BLUE) method [34–36] assuming lepton universality to hold, thus decreasing the statistical
uncertainty on the fiducial cross-section measurement. Correlated uncertainties between the
background estimates in the two channels are treated properly in the BLUE combination. The
following results for the fiducial cross sections are obtained:

sfid
Zgg · BR (Z ! ``) = 12.7 ± 1.4 (stat) ± 1.8 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions.
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Figure 3: The pT of the diphoton system for the W±gg analysis. The jet misidentification back-
ground contribution is determined from data-driven methods. The Zgg and other multiboson
contributions are estimated using simulation and are normalized to their production cross sec-
tion. The hatched band represents the total uncertainty of all background sources, combined in
quadrature. The last bin includes all events having pgg

T > 80 GeV, but the normalization is to
the displayed bin width.

6 Limits on anomalous quartic-gauge couplings

6.1 Effective Field theory

The presence of the quartic WWgg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the SM at low energies, is used to describe
possible deviations from the SM [37].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
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6.1 Effective Field theory

The presence of the quartic WWgg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the SM at low energies, is used to describe
possible deviations from the SM [37].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-

5.3 Results 11

determined by a pixel seed counting luminosity measurement [33]. The systematic uncertainty
is determined by scaling the distribution by 5%.

All systematic uncertainties are propagated to the cross-section measurements. A summary
of systematic sources affecting the W±gg measurement is presented in Table 5 and for the
Zgg measurement in Table 6. For W±gg the total uncertainty from the acceptance sources is
4% and for Zgg the uncertainties are 7% (5%) in the electron (muon) channel.

Table 5: Systematic and statistical uncertainties affecting the W±gg fiducial cross section for
events with a leading photon having pT > 25 GeV.

Systematic Uncertainties Wgg ! µgg

Signal Simulation Systematics d(sW±gg )
Simulation Statistics 2.40%
Trigger 0.26%
Photon Identification 2.04%
Muon Identification and Isolation 0.27%
Photon Pixel Seed Electron Veto
Photon Energy Scale 2.10%
Muon Energy Scale 0.19%
Emiss

T Scale 1.39%
PDF 1.45%
Renormalization and Factorization 0.77%
Pile-up 0.17%

Total Signal Simulation Systematics 4.38%
Background Systematics d(sW±gg )

Misidentified Jet 37.19%
Zgg 5.73%
Other Multiboson Backgrounds 1.02%

Total Background 37.64%
Statistical Uncertainties d(sW±gg )

Signal Region 29.30%
Sidebands 4.39%

Total Statistical 29.60%
Total Systematic 37.89%
Total Luminosity 2.72%

5.3 Results

The distribution of events are studied as a function of the diphoton transverse momentum.
Figures 3 and 4 show the transverse momentum of the diphoton system for events passing
all analysis requirements of W±gg and Zgg , respectively. The signal is observed with a
significance of 2.4 s for the W±gg selection and 5.9 s for the Zgg selection. The measured
fiducial cross section in the muon channel is,

sfid
W±gg · BR (W ! `n) = 6.0 ± 1.8 (stat) ± 2.3 (syst) ± 0.2 (lumi) fb .

The fiducial cross sections measured in the Zgg analysis are 12.5 ± 2.1 (stat) ± 2.1 (syst) ±
0.3 (lumi) fb and 12.8 ± 1.8 (stat) ± 1.7 (syst) ± 0.3 (lumi) fb in the electron and muon channels
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Tri-­‐‑bosons  results:  first  aQGC  limits	

o  All results compatible with zero 
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aQGC Limits @95% C.L. [TeV-4] 

All  8  TeV  measurements	


aQGC Limits @95% C.L. [TeV-4] 

Reference:  hEps://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC	




Future  prospects	

o  To get precision 

measurements, we will have 
to wait for 300 fb-1 or even 
HL-LHC. 
•  High precision to detect 

small effects in high mass 
tails. 

•  Full hardware upgrade 
necessary 

o  New forward proton 
spectrometer (AFP and PPS) 
will increase sensitivity in 
photon induced channels 
(10.1103/PhysRevD.
89.114004). 
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Example:  non-­‐‑unitarization  in  VBS	
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Figure 10.18: The expected cross section uncertainty of the EW WZ scattering (left), and the one
for the longitudinal component of the scattering in the same final state (right) as a function of
the integrated luminosity.

3000 fb�1, 14 TeV Phase-I Phase-II Phase-I aged
Higgsless 95% CL µ exclusion 0.14 0.14 0.20
VL VL scattering significance 2.50 2.75 2.14

Table 10.4: Results of the combination of WW and WZ analyses, assuming a scale factor of 1
for the j-l misidentification rate, for the longitudinal scattering observation and the search of
deviations from the SM due to partial unitarization schemes.

In conclusion, these preliminary studies show that the upgraded CMS detector will recover
the performances of the current one and in some cases grant an improvement in the physics
performances necessary for the verification of the EWSB in a model-independent way with
respect to the detailed description of the low-mass Higgs resonance.

310 Chapter 10. Exploring the High Luminosity LHC Physics Program

)-1Luminosity (fb
0 2000 4000 6000

cr
os

s 
se

ct
io

n 
un

ce
rta

in
ty

 (%
)

-110

14 TeV

CMS Delphes Simulation

Phase I 50 PU

Phase I aged 140 PU

Phase II 140 PU

)-1Luminosity (fb
0 2000 4000 6000

)
σ

Ex
pe

ct
ed

 s
ig

ni
fic

an
ce

 (

0

0.5

1

1.5

2

14 TeV

CMS Delphes Simulation

Phase I 50 PU

Phase I aged 140 PU

Phase II 140 PU

Figure 10.18: The expected cross section uncertainty of the EW WZ scattering (left), and the one
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3000 fb�1, 14 TeV Phase-I Phase-II Phase-I aged
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Table 10.4: Results of the combination of WW and WZ analyses, assuming a scale factor of 1
for the j-l misidentification rate, for the longitudinal scattering observation and the search of
deviations from the SM due to partial unitarization schemes.

In conclusion, these preliminary studies show that the upgraded CMS detector will recover
the performances of the current one and in some cases grant an improvement in the physics
performances necessary for the verification of the EWSB in a model-independent way with
respect to the detailed description of the low-mass Higgs resonance.

Sensitive  to  scenarios  in  which  
Higgs  boson  has  ~80%-­‐‑85%  
contribution  to  VBS  unitarization	


Example  of    
expected  
improvement  
in  aQGC	
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