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The “internet of everything”envisions trillions of connected objects loaded with high-bandwidth sensors re-
quiring massive amounts of local signal processing, fusion, pattern extraction and classification. Higher level
intelligence, requiring local storage and complex search and matching algorithms, will come next. From the
computational viewpoint, the challenge is formidable and can be addressed only by pushing computing fab-
rics toward massive parallelism and brain-like energy efficiency levels. We believe that CMOS technology can
still take us a long way toward this vision. Our recent results with the PULP (parallel ultra-low power) open
computing platform demonstrate that pj/OP (GOPS/mW) computational efficiency is within reach in today’s
28nm CMOS FDSOI technology. In the longer term, looking toward the next 1000x of energy efficiency im-
provement, we will need to fully exploit the flexibility of heterogeneous 3D integration, stop being religious
about analog vs. digital, Von Neumann vs. “new”computing paradigms, and seriously look into relaxing
traditional “hardware-software contracts”such as numerical precision and error-free permanent storage.
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