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Summary

‣ Connect low energy  
f𝝅, fK  to g2(𝜇=100GeV) 
non-perturbatively!

‣ extract Λ(3)!

‣ connect to Λ(5) by PT 
⟹ 𝜶(mZ)!

‣ using two different 
intermediate renormalization 
schemes!
• SF scheme 
• GF scheme

Lswi

g2SF(Lswi)
g2GF(Lswi)
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Figure 9.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

whereby the dominating contributions to the overall error are experimental (+0.0017
−0.0018), from

parton density functions (+0.0013
−0.0011) and the value of the top quark pole mass (±0.0013).

February 10, 2016 16:30

‣ Individual determinations 
differ beyond estimated  
errors!

‣ lattice most precise!

‣ Here: new very controlled 
determination



PDG 2016

‣ Individual determinations 
differ beyond estimated  
errors!

‣ lattice most precise!

‣ Here: new very controlled 
determination

1990 1995 2000 2005 2010 2015 2020 2025 2030

0.11

0.115

0.12

0.125

α
s(M

Z)

 

 

PDG (all)

1990 1995 2000 2005 2010 2015 2020 2025 2030

0.11

0.115

0.12

0.125

α
s(M

Z)

 

 

PDG (all)
FLAG (lattice)



PDG 2016

‣ Individual determinations 
differ beyond estimated  
errors!

‣ lattice most precise!

‣ Here: new very controlled 
determination

1990 1995 2000 2005 2010 2015 2020 2025 2030

0.11

0.115

0.12

0.125

α
s(M

Z)

 

 

PDG (all)

1990 1995 2000 2005 2010 2015 2020 2025 2030

0.11

0.115

0.12

0.125

α
s(M

Z)

 

 

PDG (all)
FLAG (lattice)

PDG, lattice: 0.1187(1011)

PDG, pheno: 0.1175(17)

FLAG2: 0.1184(12)

FLAG3: 0.1181(12) to be confirmed



before we compute the QCD coupling!
!

we should define it!
!

… at least when we talk about a !
non-perturbative computation



Definition of QCD coupling  (an example)

↵qq(µ) ⌘
3r2
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FQQ̄(r) , µ =
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then
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There are many definitions. Equivalent at small 𝜶.
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Rainer Sommer The strong coupling and the mass of the strange quark in QCD with two dynamical quarks

QCD coupling, energy dependence

= integration constant of RGE
!

Asymptotic freedom 

log(𝜇)

g

𝜇 = energy = physical
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2

exp

⇢
�
Z

ḡ
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ḡ

0
dg [ 1

�(g) + 1
b0g

3 � b1

b

2
0g

]

�

I ⇤, M

i

have a trivial dependence on the “scheme”
scheme$ definition of ḡ, m
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         Perturbative but not short distance?

              Perturbative = short distance! 

An  aside:



Summary of the principle

R⇡,prot

RK,prot

RD,prot

. . .

Exp. 

Pert. Theory 
↵MS(µ) or ⇤MS

Lattice 
↵cont

qq̄

(µ) , µ = ⇢m
prot

Phenomenology!
 (e.g. LHC) 

Important to control!
perturbative errors!
!

by high orders in PT!
and large 𝜇
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Euclidean !
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advantage!
PT works 



Compare to phenomenology

Exp. 

Pert. Theory 
↵MS(µ) or ⇤MS

MC generators!
jet algorithms!
fits to PDFs!

LHC 

Important to control!
perturbative errors

Jets 
DIS 
Rtau 

…

Important to control!
non-perturbative !
“effects”!



Compare to phenomenology

Exp. 

Pert. Theory 
↵MS(µ) or ⇤MS

MC generators!
jet algorithms!
fits to PDFs!

LHC 

Important to control!
perturbative errors

Jets 
DIS 
Rtau 

…

Move to Euclidean!
by smearing, moments!

inclusiveness



Limitations of lattice computations

‣ Observable with energy/momentum scale  

‣ avoid finite size and discretization effects  
 
 
or:  
 

L � hadron size ⇠ ⇤

�1
QCD and 1/a � µ

L/a o µ/⇤QCD

1� 3GeV

O(µ) ⌘ lim

a!0
Olat(a, µ) with µ fixed

µ

µ n L/a⇥ ⇤QCD ⇠ 5� 20GeV

at most, in conflict with �⇤

⇤
⇠ {↵(µ)}n

 a challenge!



Our Strategy to meet the Challenge LPHAA
Collaboration

‣ finite volume:  𝜇=1/L, with  L/a ≫ 1 get 𝜇2a2 ≪ 1 for any 𝜇!

‣ step scaling

same 

same  
but  

g2(2L,a/L) 

g2(2L,a’/L) = 
g2(2L,1/6) 
  ⇩ extrapolate    

g2(2L,0) continuum 

same L 
⇕ 

‣ needs L/a ≫ 1, not more:



Our Strategy LPHAA
Collaboration

‣ finite volume: 𝜇=1/L,  L/a ≫ 1 at any 𝜇!

‣ step scaling function:

Lüscher, Weisz, Wolff, ’91 
Lüscher, Narayanan, Weisz, Wolff, ’92 
Lüscher, Sommer, Weisz, Wolff, ’94 

LPHAA
Collaboration

ḡ2(2L) = �( ḡ2(L) ) = lim
a/L!0

⌃(2, u, a/L)



Running to (almost) any scale non-perturbatively
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Now: Nf=3 (hadronic world and running) !
with up, down, strange; others decoupled

LPHAA
Collaboration

                       two different schemes  
 
Gradient flow                            Schrödinger functional  
  200 MeV ← 8 GeV                      4 GeV ← 200 GeV
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Now: Nf=3 (hadronic world and running) !
with up, down, strange; others decoupled

LPHAA
Collaboration

                       two different schemes  
 
Gradient flow                            Schrödinger functional  
  200 MeV ← 8 GeV                      4 GeV ← 200 GeV

 
high precision in MC                 high precision at small g  
 
significant a2 effects                  small a-effects 
 
PT not yet known                      3-loop 𝛃-function  
 
                                                  2-loop a-effects

Lüscher, Weisz, Wolff, ’91 
Lüscher, Narayanan, Weisz, Wolff, ’92 
Lüscher, Sommer, Weisz, Wolff, ’93 
Sint ‘93

Lüscher, 2010 
Lüscher, Weisz, 2011 
Fritzsch, Ramos, 2013 



Continuum limit 𝝈(g2)= Σ(g2,0) in small g2 region

‣ 𝝌2 of global fits is good - continuum limit is precise !

‣ constant continuum extrapolation has larger errors  
due to propagation of boundary improvement error
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‣ step scaling (from u0=2.012)

Determination of Λ L0

ḡ2(1/L0) = u0 , uk = �(uk+1), non-pert

L0⇤ = 2

n'pert
(

p
un)
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The accuracy of QCD perturbation theory at high energies
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We discuss the determination of the strong coupling ↵MS(mZ) or equivalently the QCD ⇤-
parameter. Its determination requires the use of perturbation theory in ↵s(µ) in some scheme, s,
and at some energy scale µ. The higher the scale µ the more accurate perturbation theory becomes,
owing to asymptotic freedom. As one step in our computation of the ⇤-parameter in three-flavor
QCD, we perform lattice computations in a scheme which allows us to non-perturbatively reach very
high energies, corresponding to ↵s = 0.1 and below. We find that perturbation theory is very accu-
rate there, yielding a three percent error in the ⇤-parameter, while data around ↵s ⇡ 0.2 is clearly
insu�cient to quote such a precision. It is important to realize that these findings are expected to
be generic, as our scheme has advantageous properties regarding the applicability of perturbation
theory.

PACS numbers: 12.38.Aw,12.38.Bx,12.38.Gc,11.10.Hi,11.10.Jj
Keywords: QCD, Perturbation Theory, Lattice QCD

INTRODUCTION

The fundamental parameter of the strong interactions,
the coupling ↵MS(µ) = ḡ

2
MS

(µ)/(4⇡), is an essential input
parameter for theory predictions of high energy processes
in particular the physics at the LHC [1–3]. Convention-
ally the running ↵MS(µ) is quoted at the electroweak
scale, µ = mZ. There the coupling is weak, ↵ = O(1/10),
perturbation theory (PT) is usually accurate. In partic-
ular ↵MS(mZ) is essentially equivalent to the renormal-
ization group invariant ⇤-parameter

⇤
MS

= '

MS
(ḡ

MS
(µ)) ⇥ µ , (1)

because the function

'

s

(ḡ
s

) = (b0ḡ
2
s

)�b1/(2b
2
0)e�1/(2b0ḡ

2
s) (2)

⇥ exp

8
<

:�
ḡsZ

0

dx


1

�

s

(x)
+

1

b0x
3
� b1

b

2
0x

�9=

;

is known precisely by replacing the renormalization group
�-function by its perturbative expansion �

pert
s

(g) =

�g

3
P

lb�1
n=0 b

n,s

g

2n; in the MS-scheme �

pert

MS
(g) is known

up to lb = 4 loops [4, 5].
At lower energies, µ ⌧ mZ, the perturbative uncer-

tainty in approximating �

s

⇡ �

pert
s

in eq. (2) is generally
not negligible. It is �⇤

s

/⇤
s

= �'

s

/'

s

= c

lb↵
lb�1 + . . .

with coe�cients c
lb , which are, for lb  4, of order one in

the MS scheme and expected to be so in “good” schemes
in general.

While the MS scheme makes sense only perturbatively,
physical schemes defined beyond the perturbative expan-
sion are easily derived from short-distance QCD observ-
ables O

s

(µ) = c

s

1ḡ
2
MS

(µ) + O(ḡ4
MS

(µ)) via

ḡ

2
s

(µ) ⌘ O
s

(µ)/cs1 = ḡ

2
MS

(µ) + O(ḡ4
MS

(µ)) . (3)

It is clear that high energies µ (small ↵
s

) and at least
lb = 3 are needed if one aims for a precision determi-
nation of ↵MS(mZ). Replacing high energy by just a
larger lb is dangerous because the perturbative expansion
is only asymptotic, not convergent, and non-perturbative
“corrections” can be large. In particular, whether one has
lost control is di�cult to detect because our knowledge
of non-perturbative physics is very incomplete. Thus it
is a challenge to reach an accuracy of a few percent in
⇤MS equivalent to sub-percent accuracy in ↵MS(mZ).
Unfortunately, the determinations which quote the

smallest uncertainties do typically not come from ob-
servables at large µ and uncertainties are dominated by
systematics such as unknown higher order perturbative
and non-perturbative terms. Both the Particle Data
Group [6] and the Flavour Lattice Averaging Group [7]
are therefore not just taking weighted averages of the in-
dividual determinations to arrive at their world averages.
Here we consider a family of observables (schemes)

where lattice simulations allow one simultaneously to

reach high precision and high energy before using PT.
Then PT at µ = O(mZ) can be employed with confidence.
In addition one can check its applicability at lower scales.
This is the strategy of the ALPHA collaboration but so
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‣ step scaling (from u0=2.012)

Determination of Λ L0

‣ relation                          through          1

ḡ2⌫
=

1

ḡ2
� ⌫ v̄ ⌦(u, a/L) = v̄|ḡ2(L)=u !(u) = ⌦(u, 0)

!(2.012) = 0.1199(10)

ḡ2(1/L0) = u0 , uk = �(uk+1), non-pert

L0⇤ = 2

n'pert
(

p
un)

‣ repeat step scaling for different 𝝂  ⇔ different schemes
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INTRODUCTION

The fundamental parameter of the strong interactions,
the coupling ↵MS(µ) = ḡ

2
MS

(µ)/(4⇡), is an essential input
parameter for theory predictions of high energy processes
in particular the physics at the LHC [1–3]. Convention-
ally the running ↵MS(µ) is quoted at the electroweak
scale, µ = mZ. There the coupling is weak, ↵ = O(1/10),
perturbation theory (PT) is usually accurate. In partic-
ular ↵MS(mZ) is essentially equivalent to the renormal-
ization group invariant ⇤-parameter
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is known precisely by replacing the renormalization group
�-function by its perturbative expansion �
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2n; in the MS-scheme �
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(g) is known

up to lb = 4 loops [4, 5].
At lower energies, µ ⌧ mZ, the perturbative uncer-

tainty in approximating �

s
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s

in eq. (2) is generally
not negligible. It is �⇤

s
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lb↵
lb�1 + . . .

with coe�cients c
lb , which are, for lb  4, of order one in

the MS scheme and expected to be so in “good” schemes
in general.

While the MS scheme makes sense only perturbatively,
physical schemes defined beyond the perturbative expan-
sion are easily derived from short-distance QCD observ-
ables O

s

(µ) = c

s

1ḡ
2
MS

(µ) + O(ḡ4
MS

(µ)) via

ḡ

2
s

(µ) ⌘ O
s

(µ)/cs1 = ḡ

2
MS

(µ) + O(ḡ4
MS

(µ)) . (3)

It is clear that high energies µ (small ↵
s

) and at least
lb = 3 are needed if one aims for a precision determi-
nation of ↵MS(mZ). Replacing high energy by just a
larger lb is dangerous because the perturbative expansion
is only asymptotic, not convergent, and non-perturbative
“corrections” can be large. In particular, whether one has
lost control is di�cult to detect because our knowledge
of non-perturbative physics is very incomplete. Thus it
is a challenge to reach an accuracy of a few percent in
⇤MS equivalent to sub-percent accuracy in ↵MS(mZ).
Unfortunately, the determinations which quote the

smallest uncertainties do typically not come from ob-
servables at large µ and uncertainties are dominated by
systematics such as unknown higher order perturbative
and non-perturbative terms. Both the Particle Data
Group [6] and the Flavour Lattice Averaging Group [7]
are therefore not just taking weighted averages of the in-
dividual determinations to arrive at their world averages.
Here we consider a family of observables (schemes)

where lattice simulations allow one simultaneously to

reach high precision and high energy before using PT.
Then PT at µ = O(mZ) can be employed with confidence.
In addition one can check its applicability at lower scales.
This is the strategy of the ALPHA collaboration but so
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is only asymptotic, not convergent, and non-perturbative
“corrections” can be large. In particular, whether one has
lost control is di�cult to detect because our knowledge
of non-perturbative physics is very incomplete. Thus it
is a challenge to reach an accuracy of a few percent in
⇤MS equivalent to sub-percent accuracy in ↵MS(mZ).
Unfortunately, the determinations which quote the

smallest uncertainties do typically not come from ob-
servables at large µ and uncertainties are dominated by
systematics such as unknown higher order perturbative
and non-perturbative terms. Both the Particle Data
Group [6] and the Flavour Lattice Averaging Group [7]
are therefore not just taking weighted averages of the in-
dividual determinations to arrive at their world averages.
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Results for Λ L0

‣ all results agree when PT is used at 
𝜶 = 0.1!

‣ what happens at larger 𝜶 ?

4
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FIG. 1. Continuum limit of the step scaling function
⌃(i)(u, a/L)/u with i = 2 loop improvement. As an illustra-
tion a constant (n⇢ = 0, dashed, fit G) and a linear (n⇢ = 2,
fit C) continuum extrapolation is shown. Continuum extrap-
olated results include the errors due to ct and c̃t (cf. text).
The ?-symbols show the perturbative � computed from the
three-loop �pert.

where the case of neglecting cuto↵ e↵ects is covered by

n

(i)
⇢

= 0. The continuum step scaling function is natu-
rally parameterized by a polynomial in u,

�

⌫

(u) = u+ u

2
3X

k=0

s

k

u

k

. (18)

Lower order coe�cients are fixed to their known pertur-
bative values while s3 (“n

c

= 1”) or s2, s3 (“n
c

= 2”) are
fit parameters. A selection of such fits are illustrated in
table I. Instead of the parameters of the continuum step
scaling function the table shows directly the extracted
L0⇤, where L0 is defined through eq. (10) and the value
u0 = 2.012. Recalling eq. (6) and using v̄ = 0.1199(10)
(see next section) we have

ḡ

2
⌫

(1/L0) = 2.012 (1� 0.1199(10)⇥ 2.012 ⌫)�1
. (19)

Apart from the form of the fit, L0⇤ depends on the value
of n where eq. (12) with �

⌫

= �

pert
⌫

is used. Since we
insert �pert

⌫

at three-loop, the residual dependence on the
coupling is O(↵2(1/L

n

)).
The observed behavior, figure 2, is consistent with a

dominatingly linear dependence of L0⇤ on ↵

2(1/L
n

). For
⌫ = 0 the slope is not very significant and for ⌫ = 0.3 it
about disappears, but for ⌫ = �0.5 it is quite large and
outside errors.

This suggests to perform alternative fits, where the
continuum step scaling function is parameterized by an
e↵ective four-loop �-function, adding a term b

e↵
3 g

9 to the
known ones. The determined L0⇤ are then automatically
independent of n and we include b

e↵
3 instead of u

n

in the
table. For ⌫ = �0.5 the e↵ective fit value is larger than
it should be in a well-behaved perturbative expansion.
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FIG. 2. From top to bottom the di↵erent symbols correspond
to ⌫ = �0.5, 0, 0.3. We use i = 1 loop improved data and fit
B, for ⌫ = 0 we also show i = 2, fit C. Dotted lines show
linear dependence in ↵2 to guide the eye.
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FIG. 3. The function !(ḡ2) after continuum extrapolation,
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fit un i L
a

���
min

n
(i)
⇢ nc L0⇤ be↵3 �2 d.o.f.

⇥100 ⇥(4⇡)4

A 1.193(4) 0 6 2 1 3.04( 8) 14.7 16
B 1.194(4) 1 6 2 1 3.07( 8) 14.2 16
C 1.193(5) 2 6 2 1 3.03( 8) 14.5 16
D 1.192(7) 2 6 2 2 3.03(13) 14.5 15
E 2 6 2 1 3.00(11) 4(3) 14.6 16
F 2 8 1 1 3.01(11) 4(3) 12.7 9
G 1.191(11) 2 8 0 2 3.02(20) 13.0 9
H 1 6 2 1 3.04(10) 3(3) 14.1 16

fit ⌫ i L
a

���
min

n
(i)
⇢ nc L0⇤ be↵3,⌫ �2 d.o.f

⇥100 ⇥(4⇡)4

H �0.5 1 6 2 1 3.03(15) 11(5) 10.4 16
H 0.3 1 6 2 1 3.04(10) 0(3) 20.0 16

TABLE I. Results for ⌫ = 0 in the upper part.

We will come back to this issue shortly, but first we give
our result for L0⇤. We take the standard polynomial fit
to � (for ⌫ = 0) with ↵

n

⇡ 0.1 (u
n

⇡ 1.2). A typical
perturbative error of size �(⇤L

n

) = ↵

2
n

⇤L
n

is then a
factor 3 or more below our statistical errors. We further
quote (with ḡ

2(1/L0) = 2.012)

L0⇤ = 0.0303(8) . (20)

This is the result of fit C. It is in perfect agreement with
all variations of the global fit, even with fit G, which
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parameter for theory predictions of high energy processes
in particular the physics at the LHC [1–3]. Convention-
ally the running ↵MS(µ) is quoted at the electroweak
scale, µ = mZ. There the coupling is weak, ↵ = O(1/10),
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) and at least
lb = 3 are needed if one aims for a precision determi-
nation of ↵MS(mZ). Replacing high energy by just a
larger lb is dangerous because the perturbative expansion
is only asymptotic, not convergent, and non-perturbative
“corrections” can be large. In particular, whether one has
lost control is di�cult to detect because our knowledge
of non-perturbative physics is very incomplete. Thus it
is a challenge to reach an accuracy of a few percent in
⇤MS equivalent to sub-percent accuracy in ↵MS(mZ).
Unfortunately, the determinations which quote the

smallest uncertainties do typically not come from ob-
servables at large µ and uncertainties are dominated by
systematics such as unknown higher order perturbative
and non-perturbative terms. Both the Particle Data
Group [6] and the Flavour Lattice Averaging Group [7]
are therefore not just taking weighted averages of the in-
dividual determinations to arrive at their world averages.
Here we consider a family of observables (schemes)

where lattice simulations allow one simultaneously to

reach high precision and high energy before using PT.
Then PT at µ = O(mZ) can be employed with confidence.
In addition one can check its applicability at lower scales.
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Lower order coe�cients are fixed to their known pertur-
bative values while s3 (“n

c

= 1”) or s2, s3 (“n
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= 2”) are
fit parameters. A selection of such fits are illustrated in
table I. Instead of the parameters of the continuum step
scaling function the table shows directly the extracted
L0⇤, where L0 is defined through eq. (10) and the value
u0 = 2.012. Recalling eq. (6) and using v̄ = 0.1199(10)
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continuum step scaling function is parameterized by an
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independent of n and we include b
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linear dependence in ↵2 to guide the eye.
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FIG. 3. The function !(ḡ2) after continuum extrapolation,
covering the ±1� band of two fits described in the text.

fit un i L
a

���
min

n
(i)
⇢ nc L0⇤ be↵3 �2 d.o.f.

⇥100 ⇥(4⇡)4

A 1.193(4) 0 6 2 1 3.04( 8) 14.7 16
B 1.194(4) 1 6 2 1 3.07( 8) 14.2 16
C 1.193(5) 2 6 2 1 3.03( 8) 14.5 16
D 1.192(7) 2 6 2 2 3.03(13) 14.5 15
E 2 6 2 1 3.00(11) 4(3) 14.6 16
F 2 8 1 1 3.01(11) 4(3) 12.7 9
G 1.191(11) 2 8 0 2 3.02(20) 13.0 9
H 1 6 2 1 3.04(10) 3(3) 14.1 16

fit ⌫ i L
a

���
min

n
(i)
⇢ nc L0⇤ be↵3,⌫ �2 d.o.f

⇥100 ⇥(4⇡)4

H �0.5 1 6 2 1 3.03(15) 11(5) 10.4 16
H 0.3 1 6 2 1 3.04(10) 0(3) 20.0 16

TABLE I. Results for ⌫ = 0 in the upper part.

We will come back to this issue shortly, but first we give
our result for L0⇤. We take the standard polynomial fit
to � (for ⌫ = 0) with ↵

n

⇡ 0.1 (u
n

⇡ 1.2). A typical
perturbative error of size �(⇤L

n

) = ↵

2
n

⇤L
n

is then a
factor 3 or more below our statistical errors. We further
quote (with ḡ

2(1/L0) = 2.012)

L0⇤ = 0.0303(8) . (20)

This is the result of fit C. It is in perfect agreement with
all variations of the global fit, even with fit G, which

DESY 16-053, IFT-UAM/CSIC-16-029, CERN-TH-2016-060, TCDMATH 16-04, WUB/16-00

The accuracy of QCD perturbation theory at high energies

( LPHAA
Collaboration)

Mattia Dalla Brida,1 Patrick Fritzsch,2 Tomasz Korzec,3 Alberto Ramos,4 Stefan Sint,5 and Rainer Sommer1, 6

1John von Neumann Institute for Computing (NIC),
DESY, Platanenallee 6, 15738 Zeuthen, Germany
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We discuss the determination of the strong coupling ↵MS(mZ) or equivalently the QCD ⇤-
parameter. Its determination requires the use of perturbation theory in ↵s(µ) in some scheme, s,
and at some energy scale µ. The higher the scale µ the more accurate perturbation theory becomes,
owing to asymptotic freedom. As one step in our computation of the ⇤-parameter in three-flavor
QCD, we perform lattice computations in a scheme which allows us to non-perturbatively reach very
high energies, corresponding to ↵s = 0.1 and below. We find that perturbation theory is very accu-
rate there, yielding a three percent error in the ⇤-parameter, while data around ↵s ⇡ 0.2 is clearly
insu�cient to quote such a precision. It is important to realize that these findings are expected to
be generic, as our scheme has advantageous properties regarding the applicability of perturbation
theory.
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INTRODUCTION

The fundamental parameter of the strong interactions,
the coupling ↵MS(µ) = ḡ

2
MS

(µ)/(4⇡), is an essential input
parameter for theory predictions of high energy processes
in particular the physics at the LHC [1–3]. Convention-
ally the running ↵MS(µ) is quoted at the electroweak
scale, µ = mZ. There the coupling is weak, ↵ = O(1/10),
perturbation theory (PT) is usually accurate. In partic-
ular ↵MS(mZ) is essentially equivalent to the renormal-
ization group invariant ⇤-parameter

⇤
MS

= '

MS
(ḡ

MS
(µ)) ⇥ µ , (1)

because the function

'

s

(ḡ
s

) = (b0ḡ
2
s

)�b1/(2b
2
0)e�1/(2b0ḡ

2
s) (2)

⇥ exp

8
<

:�
ḡsZ

0

dx


1

�

s

(x)
+

1

b0x
3
� b1

b

2
0x

�9=

;

is known precisely by replacing the renormalization group
�-function by its perturbative expansion �

pert
s

(g) =

�g

3
P

lb�1
n=0 b

n,s

g

2n; in the MS-scheme �

pert

MS
(g) is known

up to lb = 4 loops [4, 5].
At lower energies, µ ⌧ mZ, the perturbative uncer-

tainty in approximating �

s

⇡ �

pert
s

in eq. (2) is generally
not negligible. It is �⇤

s

/⇤
s

= �'

s

/'

s

= c

lb↵
lb�1 + . . .

with coe�cients c
lb , which are, for lb  4, of order one in

the MS scheme and expected to be so in “good” schemes
in general.

While the MS scheme makes sense only perturbatively,
physical schemes defined beyond the perturbative expan-
sion are easily derived from short-distance QCD observ-
ables O

s

(µ) = c

s

1ḡ
2
MS

(µ) + O(ḡ4
MS

(µ)) via

ḡ

2
s

(µ) ⌘ O
s

(µ)/cs1 = ḡ

2
MS

(µ) + O(ḡ4
MS

(µ)) . (3)

It is clear that high energies µ (small ↵
s

) and at least
lb = 3 are needed if one aims for a precision determi-
nation of ↵MS(mZ). Replacing high energy by just a
larger lb is dangerous because the perturbative expansion
is only asymptotic, not convergent, and non-perturbative
“corrections” can be large. In particular, whether one has
lost control is di�cult to detect because our knowledge
of non-perturbative physics is very incomplete. Thus it
is a challenge to reach an accuracy of a few percent in
⇤MS equivalent to sub-percent accuracy in ↵MS(mZ).
Unfortunately, the determinations which quote the

smallest uncertainties do typically not come from ob-
servables at large µ and uncertainties are dominated by
systematics such as unknown higher order perturbative
and non-perturbative terms. Both the Particle Data
Group [6] and the Flavour Lattice Averaging Group [7]
are therefore not just taking weighted averages of the in-
dividual determinations to arrive at their world averages.
Here we consider a family of observables (schemes)

where lattice simulations allow one simultaneously to

reach high precision and high energy before using PT.
Then PT at µ = O(mZ) can be employed with confidence.
In addition one can check its applicability at lower scales.
This is the strategy of the ALPHA collaboration but so

ar
X

iv
:1

60
4.

06
19

3v
1 

 [h
ep

-p
h]

  2
1 

A
pr

 2
01

6

fit 𝝈(u) with a 4-loop  
coefficient in 𝛃 

instead of polynomial in u



Results for Λ L0

‣ 3 % accuracy? !

‣ yes, at 𝜶=0.1 !!

‣ take a more precise look: 𝜔(u)
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�(u) = ḡ2(2L) when ḡ2(L) = u



Results for 𝜔

‣ deviation from PT at u0 (𝜶=0.19): 
 

‣ not small, not perturbative!

‣ statistically very significant 
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Now: Gradient flow scheme! LPHAA
Collaboration

                       two different schemes  
 
Gradient flow                            Schrödinger functional  
  200 MeV ← 8 GeV                      4 GeV ← 200 GeV

Lswi

g2SF(Lswi)
g2GF(Lswi)

1 10 100 1000
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2
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µ/⇤

g2

0
2
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(a/L)2

g2SF ⌘ lima!0 (a/L, uswi
GF)



Continuum limit 𝝈(g2)= Σ(g2,0) in large g2 region

‣ 𝝌2 of global fits is good - continuum limit is precise 
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Results (1): the non-perturbative 𝛃-functions
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in this scheme



Results (1): the non-perturbative 𝛃-functions
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NP ~ 1 loop!
not 2 loop

3-loop is accurate!
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Preliminary result for 𝜶

‣  
 !

‣  

‣ using 3-flavor theory (decoupling)!

• at present no error from conversion from  
3 flavors to 4 to 5:  
negligible uncertainty, assuming estimate from 
perturbation theory  

The factor relating the maximum L to physical units is
t
1/2
0,symm

L11.31
. We use

t
0

/a2 at the symmetric point, shifted such that �
4

= �physical

4

, numbers by
Mattia Bruno, 8.6.2016:

2.8619(96)

3.662(16)

5.166(18)

8.596(28)

These are for Wilson flow at the CLS �. We add t
0

/a2 from the CLS
web-page at � = 3.85 multiplying the error - arbitrarily - by a factor of three

After inspecting the linearity of various logarithms of scales as a function
of �, see figure 2, we interpolate log(L

max

/a) = log(L
11.31/a) quadratically in

�. The quadratic term is insignificant but taken along to account for possible

uncertainties. Then at the CLS-� we evaluate
t
1/2
0,symm

L11.31
and extrapolate. At

present, L
max

/a is for the Zeuthen flow.

quantity value error relative error comment

⇤(3)

MS

L
0

0.0791 0.0021 0.026 arXiv:1604.06193

L
2.6712/(2L0

) 1 0.0080 0.0080

s(11.31, 2.6712) 10.895 0.170 0.0156

t1/2
0,symm

/L
11.31 0.1507 0.0015 0.0099

t�1/2
0,symm

[GeV] 1.3524 0.0126 0.0093 symmetric

⇤(3)

MS

[GeV] 0.351 0.012 0.034 11. 6. 2016

↵(m
Z

) 0.1191 0.0008 0.007 no conversion error

⇤(3)

MS

[GeV] 0.336 0.019 FLAG3

We have to finally combine the factors:

⇤(3)

MS

= ⇤(3)

MS

L
0

⇥ 2⇥ L
2.6712

(2L
0

)

L
11.31

L
2.6712

t1/2
0,symm

L
11.31

1

t1/2
0,symm

(3)

= ⇤(3)

MS

L
0

⇥ 2⇥ L
2.6712

(2L
0

)
s(11.31, 2.6712)

t1/2
0,symm

L
11.31

1

t1/2
0,symm

(4)

They are listed in table (see also the figure). So is the product.
Our ⇤ is larger than FLAG3 or HPQCD, therefore ↵(mZ) is larger.

2

⇤(3)

MS
= 351(14)MeV

↵
MS

(mZ) = 0.1191(10)



Conclusions

‣ errors of (asymptotic) series expansions are difficult to 
assess!

‣ at 𝜶=0.2: we have examples where 𝜶=0.2 does not lead to 
an accurate perturbative result 
— more generally, this may be a reason for differences 
in determinations in 𝜶(mz) 
— also a warning for some uses of PT in flavor physics!

‣ at 𝜶=0.1: PT is accurate!

• SSF technology allows to get there 

• very accurate predictions for LHC (if matching is accurate) 
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EFT (Nf=3 ⇐ Nf=6)



                             Thank you



Backup
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Figure 6: The mass-dependence P at 1-loop formula and at 4-loop (left) as well as 2,3,4-loop
correction normalised to the 1-loop approximation (right) for the case N

q

= 4, N
l

= 3.

of the fermions we have cut-off effects proportional to a

2 and the same lattice spacing when
g

2

0

coincides. Our volumes are such that the lightest pseudo-scalar mass times the box size
is m

PS

L � 7.4 and L/r

0

(M) � 3.8, where significant finite volume effects can be excluded.
A list of the simulated ensembles is given in table 2.

O(a) improvement of mass effects requires to keep the improved bare coupling g̃

2

0

=

(1 + b

g

(n) am) g2
0

fixed, where m is the bare PCAC mass. Instead our simulations were
done at fixed g

2

0

. We correct for the resulting O(am) effects in the lattice spacing by
decreasing the values of amhad(M) using the 1-loop result b

g

(n) = 0.01200n g

2

0

and the 1-
loop �-function. We added the full correction also to the errors as an estimate of unknown
O(g4

0

) terms in b

g

.
Part of the simulations are performed using periodic boundary conditions (except for

anti-periodic boundary conditions in temporal direction for the fermions) and the MP-HMC
algorithm [?]. In order to avoid the freezing of the topological charge, for simulations with
t

0

/a

2

> 5.5 [?,?] we adopt open boundary conditions in time and use the publicly available
openQCD package [?]. At the smallest lattice spacing a = 0.034 fm we find autocorrelation
times for observables such as t

0

or the topological charge squared of ⌧

exp

' 250 MDU
(Molecular Dynamics Units), see figure 8. Our statistics of 4000–8000 MDU is therefore
adequate. The error analysis, based on [?], nevertheless includes the effects of modes with
these large autocorrelation times [?]. The cost of our simulations is relatively low compared
to simulations in the chiral regime.

The renormalized quark mass m

SF

(L
1

) at length scale L

1

is defined by m

SF

(L
1

) =

Z

A

/Z

P

(L
1

)m, where the renormalisation factor Z
P

(L
1

) is defined in the Schrödinger Func-
tional scheme as in [?]. The axial current renormalization factor, Z

A

, is fixed by a chiral
Ward identity [?]. For the determination of the PCAC masses we use Tomasz Korzec’s
program2 . For the twisted mass regularization with twisted mass parameter µ we have [?]
m

SF

(L
1

) = µ/Z

P

(L
1

). The renormalization group invariant mass M is obtained by multi-
2 It is available at https://github.com/to-ko/mesons.

9

P =
⇤(Nf�1)

⇤(Nf )

Change of Nf

it is harmless in perturbation theory



The SF scheme - basic definition

‣ similar to Casimir effect!

‣ non-perturbative definition of background field (BF) 
= classical solution with these Dirichlet bc’s 
spatially constant, abelian!

‣ each value of      : a different scheme

6

Phys.B413, 481 (1994), arXiv:hep-lat/9309005 [hep-lat].
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neglects all cuto↵ e↵ects but uses only data with L/a �
8. It has a rather conservative error. If an even more
conservative result is desired, one may take the one of
fit D, L0⇤ = 0.0303(13).

ACCURACY OF PERTURBATION THEORY

While b

e↵
3,⌫ is large for ⌫ = �0.5, it does have an error

of around 50%. A much better precision can be achieved
by considering directly the observable

!(u) = v̄|
ḡ

2(1/L)=u,m=0 = v1 + v2u+O(u2) , (21)

with known coe�cients v1, v2 (cf. [10]). In contrast to
the step scaling function !(u) does not require pairs of
lattices, so that the continuum extrapolation can be per-
formed using data for the entire range of lattice sizes
L/a = 6, 8, 10, 12, 16, 24. Improvement and fits for ob-
taining the continuum limit are carried out in analogy to
those of ⌃

⌫

. Figure 3 shows the result of two di↵erent
fits with fit parameters d

k

in !(u) = v1 + v2u + d1u
2 +

d2u
3+d3u

4 and in !(u) = v1+d1u
1+d2u

2+d3u
3+d4u

4.
The overall band of the two fits may be taken as a safe
estimate of the continuum limit. As an example we find
!(2.012) = 0.1199(10) for both fits, leading to eq. (19).
In the above analysis we did not use data with L/a = 6.
Including them yields only tiny changes and excellent �2

values.
A good measure of the deviation from two-loop per-

turbation theory is

(!(ḡ2)� v1 � v2ḡ
2)/v1 = �3.7(2)↵2 (22)

at ↵ = 0.19. It is quite large and statistically significant
beyond any doubt. If one attempts to describe this by
perturbation theory, the three-loop coe�cient v3 has to
be too large for perturbation theory to be trustworthy
at ↵ = 0.2. We come to the conclusion that ↵ ⇡ 0.1
needs to be reached non-perturbatively before perturba-
tion theory becomes accurate.

SUMMARY AND CONCLUSIONS

Our chosen definition of ↵
s

(µ) allows us to compute
it with very good precision through lattice Monte Carlo
simulations. In particular we have controlled the errors
due to the discretisation of the theory also at large µ.
Known non-perturbative corrections are parametrically
very small: O(e�2.6/↵). In other words we have an excel-
lent scheme to test the accuracy of PT in a given region
of ↵.

In fact, we have a family of schemes, depending on ⌫.
For small positive ⌫, the couplings follow perturbation
theory very closely in the full investigated range 0.1 
↵  0.2 as illustrated by the flatness of ⇤ in figure 2
extracted from eq. (12) with the three-loop �-function.

However, for negative ⌫, e.g. ⌫ = �0.5, values of ↵
just below 0.2 are not small enough to confirm pertur-
bative behaviour. The observable v̄, figure 3, shows that
the ↵-dependence seen in figure 2 is not just a statisti-
cal fluctuation. We could take the continuum limit of v̄
with very high precision and eq. (22) shows a clear devi-
ation from the known perturbative terms, corresponding
to lb = 3, at ↵ = 0.19.
We conclude that it is essential to reach ↵ = 0.1 in

order to be able to achieve a precision around 3% for the
⇤-parameter. Fortunately we have access to that region
and can quote such an accuracy in eq. (20). While of
course schemes exist where three-loop running holds ac-
curately down to smaller energies – for example ⌫ = 0.3
produces flatness in figure 2 as far as we can tell – to
know whether a chosen scheme possesses this property is
di�cult unless one has control also over the ↵ ⇡ 0.1 re-
gion. Once that is achieved larger ↵ are not much needed
any more.
What we reported in this letter is part of our determi-

nation of a precise value for ⇤MS. As our next step, we
will soon connect L0 to the decay constants of pion and
kaon, as explained above and in [33].
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ḡ

2
⌫

= 12⇡[
1

ḡ
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Continuum limit of Σ                          Nf=3 from now on

‣ linear in a/L discretisation errors suppressed by Symanzik 
improvement (boundary terms)!
• 2-loop coefficients 
• in weak coupling region 
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Properties of the scheme

‣                                         good accuracy for small g!

‣ no                    renormalons (infrared cutoff) 
 
instead: secondary minimum of the action   
 

‣ 3-loop 𝛃 

‣ small discretisation effects (a4 at LO PT) 
we also subtract them including 2-loop terms  
                                    [hep-lat/9911018 Bode, Weisz, Wolff] !

‣ but O(a) discretisation effects due to boundary terms
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far it was mostly restricted to unphysical models with an
insu�cient number of quark flavors [8–10]. For the in-
teresting case of Nf = 3 QCD, the strategy was applied
by the CP-PACS collaboration [11]. We now have very
precise results for Nf = 3 which allow us to see important
details previously hidden by uncertainties (see also [12]).

In this letter we discuss the most essential step: the
accuracy of PT for couplings ↵ . 0.2 and our resulting
precision for ⇤. We will see that it is crucial to non-
perturbatively reach ↵ ⇡ 0.1 to have confidence in PT at
the 3-4 percent level in ⇤MS. This represents a general
message for determinations of ↵MS(mZ).

Here we restrict ourselves to SF schemes (see below)
and the region ↵ < 0.2. In the near future we will
match the SF to a Gradient Flow scheme [13] at around
↵ = 0.2 and then connect that to the non-perturbative
QCD scales defined in terms of decay constants of kaon
and pion. This switch of scheme is advantageous because
the Gradient Flow coupling can be computed with great
precision when it is not too small. On the other hand, us-
ing it all the way to high energy does presently not allow
for the extraction of ⇤MS because only the leading order
of its perturbative expansion is known. More details are
found in [14].

THE SF SCHEME

We use a finite volume renormalization scheme [8, 15],
derived from the so-called Schrödinger functional (SF)
[16]. Dirichlet boundary conditions are imposed in Eu-
clidean time,
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and the gauge potentials A
µ

are taken periodic in space
with period L.1 The diagonal matrices LC

k

, LC

0
k

depend
only on the dimensionless parameters ⌘, ⌫. With these
boundary conditions the absolute minimum, Bclass

µ

, of the
gauge action SG corresponds to a constant color electric
field [8]. A family of couplings [19], ḡ

⌫

, at scale µ =
1/L is obtained by taking O

⌫

to be the ⌘-derivative of
the e↵ective action. This yields a simple path integral
expectation value,
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, (5)

which is well suited for a Monte Carlo evaluation in the
latticised theory. Small fluctuations around the back-
ground field generate the non-trivial orders in PT. It is
worth pointing out that the whole one-parameter family

1 Quark fields are included as described in [17]. Their periodicity
angle, ✓, introduced in [18], is set to ✓ = ⇡/5 and we use Ck, C0

k
as in that reference.

of couplings can be obtained from numerical simulations
at ⌫ = 0, as the ⌫-dependence is analytically known,
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in terms of the ⌫ = 0 observables ḡ2 ⌘ ḡ
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⌫=0 and v̄.

Advantageous properties of these couplings are:

1. �statḡ
2
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= s(a/L)ḡ4
⌫

+O(ḡ6
⌫

), for�stat the statistical
error at a given length of the Monte Carlo sample.
This property makes it possible to maintain high
precision at high energy.

2. The typical ⇠ µ

�1
, µ

�2 renormalon contributions
are absent since the finite volume provides an in-
frared momentum cuto↵. Instead, the leading
known non-perturbative contribution is due to a
secondary stationary point of the action [20] at
g

2
0 [S(Bsec) � S(Bclass)] = 32.9. It generates cor-
rections to PT of order

exp(�2.62/↵) ⇠ (⇤/µ)3.8 , (7)

which evaluates to O(10�6) for ↵ = 0.2. At
such values of ↵, fields with non-zero topology
are even further suppressed given that g20 [S|Q|�1 �
S(Bclass)] � 6⇡2 [8, 16].

3. The �-function is known including its three-loop
term,

(4⇡)3 ⇥ b2,⌫ = �0.06(3)� ⌫ ⇥ 1.26 , (Nf = 3) (8)

and for reasonable values of ⌫ the three-loop term
is of order one as it is in the MS scheme.

4. As we will see discretisation e↵ects are very
small; at tree-level of perturbation theory they are
O((a/L)4). They are known to two-loop order in
PT [21] and we can subtract those pieces [22].

The downside of the SF scheme is that the coe�cient
s(a/L) diverges like (L/a)1/2 for large L/a and is not that
small in general. High statistics is needed and our compu-
tation is limited to L/a  24. A second issue is the accel-
eration of the approach to the continuum limit through
Symanzik improvement. With our Dirichlet boundary
conditions the Symanzik e↵ective Lagrangian contains
terms located at the time-boundaries. These are respon-
sible for O(a) e↵ects. We cancel them by corresponding
improvement terms with coe�cients ct and c̃t known only
in PT, see below.

STEP SCALING FUNCTIONS AND
⇤-PARAMETER

The non-perturbative energy dependence of finite vol-
ume couplings is constructed from the step scaling func-
tion [15]
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ḡ

2
⌫(1/L)=u,m=0

, (9)

2

far it was mostly restricted to unphysical models with an
insu�cient number of quark flavors [8–10]. For the in-
teresting case of Nf = 3 QCD, the strategy was applied
by the CP-PACS collaboration [11]. We now have very
precise results for Nf = 3 which allow us to see important
details previously hidden by uncertainties (see also [12]).

In this letter we discuss the most essential step: the
accuracy of PT for couplings ↵ . 0.2 and our resulting
precision for ⇤. We will see that it is crucial to non-
perturbatively reach ↵ ⇡ 0.1 to have confidence in PT at
the 3-4 percent level in ⇤MS. This represents a general
message for determinations of ↵MS(mZ).

Here we restrict ourselves to SF schemes (see below)
and the region ↵ < 0.2. In the near future we will
match the SF to a Gradient Flow scheme [13] at around
↵ = 0.2 and then connect that to the non-perturbative
QCD scales defined in terms of decay constants of kaon
and pion. This switch of scheme is advantageous because
the Gradient Flow coupling can be computed with great
precision when it is not too small. On the other hand, us-
ing it all the way to high energy does presently not allow
for the extraction of ⇤MS because only the leading order
of its perturbative expansion is known. More details are
found in [14].

THE SF SCHEME

We use a finite volume renormalization scheme [8, 15],
derived from the so-called Schrödinger functional (SF)
[16]. Dirichlet boundary conditions are imposed in Eu-
clidean time,

A

k

(x)|
x0=0 = C

k

(⌘, ⌫) , A

k

(x)|
x0=L

= C

0
k

(⌘, ⌫) , (4)

and the gauge potentials A
µ

are taken periodic in space
with period L.1 The diagonal matrices LC

k

, LC

0
k

depend
only on the dimensionless parameters ⌘, ⌫. With these
boundary conditions the absolute minimum, Bclass

µ

, of the
gauge action SG corresponds to a constant color electric
field [8]. A family of couplings [19], ḡ
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teresting case of Nf = 3 QCD, the strategy was applied
by the CP-PACS collaboration [11]. We now have very
precise results for Nf = 3 which allow us to see important
details previously hidden by uncertainties (see also [12]).

In this letter we discuss the most essential step: the
accuracy of PT for couplings ↵ . 0.2 and our resulting
precision for ⇤. We will see that it is crucial to non-
perturbatively reach ↵ ⇡ 0.1 to have confidence in PT at
the 3-4 percent level in ⇤MS. This represents a general
message for determinations of ↵MS(mZ).

Here we restrict ourselves to SF schemes (see below)
and the region ↵ < 0.2. In the near future we will
match the SF to a Gradient Flow scheme [13] at around
↵ = 0.2 and then connect that to the non-perturbative
QCD scales defined in terms of decay constants of kaon
and pion. This switch of scheme is advantageous because
the Gradient Flow coupling can be computed with great
precision when it is not too small. On the other hand, us-
ing it all the way to high energy does presently not allow
for the extraction of ⇤MS because only the leading order
of its perturbative expansion is known. More details are
found in [14].

THE SF SCHEME

We use a finite volume renormalization scheme [8, 15],
derived from the so-called Schrödinger functional (SF)
[16]. Dirichlet boundary conditions are imposed in Eu-
clidean time,

A

k

(x)|
x0=0 = C

k

(⌘, ⌫) , A

k

(x)|
x0=L

= C

0
k

(⌘, ⌫) , (4)

and the gauge potentials A
µ

are taken periodic in space
with period L.1 The diagonal matrices LC

k

, LC

0
k

depend
only on the dimensionless parameters ⌘, ⌫. With these
boundary conditions the absolute minimum, Bclass

µ

, of the
gauge action SG corresponds to a constant color electric
field [8]. A family of couplings [19], ḡ

⌫

, at scale µ =
1/L is obtained by taking O

⌫

to be the ⌘-derivative of
the e↵ective action. This yields a simple path integral
expectation value,

h@
⌘

S|
⌘=0i = 12⇡

ḡ

2
⌫

, (5)

which is well suited for a Monte Carlo evaluation in the
latticised theory. Small fluctuations around the back-
ground field generate the non-trivial orders in PT. It is
worth pointing out that the whole one-parameter family

1 Quark fields are included as described in [17]. Their periodicity
angle, ✓, introduced in [18], is set to ✓ = ⇡/5 and we use Ck, C0

k
as in that reference.

of couplings can be obtained from numerical simulations
at ⌫ = 0, as the ⌫-dependence is analytically known,

1

ḡ

2
⌫

=
1

ḡ

2
� ⌫v̄ , (6)

in terms of the ⌫ = 0 observables ḡ2 ⌘ ḡ

2
⌫=0 and v̄.

Advantageous properties of these couplings are:

1. �statḡ
2
⌫

= s(a/L)ḡ4
⌫

+O(ḡ6
⌫

), for�stat the statistical
error at a given length of the Monte Carlo sample.
This property makes it possible to maintain high
precision at high energy.

2. The typical ⇠ µ

�1
, µ

�2 renormalon contributions
are absent since the finite volume provides an in-
frared momentum cuto↵. Instead, the leading
known non-perturbative contribution is due to a
secondary stationary point of the action [20] at
g

2
0 [S(Bsec) � S(Bclass)] = 32.9. It generates cor-
rections to PT of order

exp(�2.62/↵) ⇠ (⇤/µ)3.8 , (7)

which evaluates to O(10�6) for ↵ = 0.2. At
such values of ↵, fields with non-zero topology
are even further suppressed given that g20 [S|Q|�1 �
S(Bclass)] � 6⇡2 [8, 16].

3. The �-function is known including its three-loop
term,

(4⇡)3 ⇥ b2,⌫ = �0.06(3)� ⌫ ⇥ 1.26 , (Nf = 3) (8)

and for reasonable values of ⌫ the three-loop term
is of order one as it is in the MS scheme.

4. As we will see discretisation e↵ects are very
small; at tree-level of perturbation theory they are
O((a/L)4). They are known to two-loop order in
PT [21] and we can subtract those pieces [22].

The downside of the SF scheme is that the coe�cient
s(a/L) diverges like (L/a)1/2 for large L/a and is not that
small in general. High statistics is needed and our compu-
tation is limited to L/a  24. A second issue is the accel-
eration of the approach to the continuum limit through
Symanzik improvement. With our Dirichlet boundary
conditions the Symanzik e↵ective Lagrangian contains
terms located at the time-boundaries. These are respon-
sible for O(a) e↵ects. We cancel them by corresponding
improvement terms with coe�cients ct and c̃t known only
in PT, see below.

STEP SCALING FUNCTIONS AND
⇤-PARAMETER

The non-perturbative energy dependence of finite vol-
ume couplings is constructed from the step scaling func-
tion [15]
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⌫

(u) = ḡ

2
⌫

(1/(2L))
��
ḡ

2
⌫(1/L)=u,m=0

, (9)



Continuum limit of Σ

‣ use perturbative improvement (i=1,2) 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Continuum limit of Σ

‣ was also tested carefully in pure gauge theory
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Figure 7: Continuum extrapolations of the Schrödinger functional
coupling with Nf = 2 dynamical quark flavors. Figure from [62].

The very flat and well controlled continuum extrapola-
tion of this quantity is shown in figure 7. Several other
technical issues had to be mastered to produce these
data. The two bare parameters g0 and the bare quark
mass (79)  for each L/a have to be tuned to the u val-
ues of the series shown together with a vanishing quark
mass. This can be achieved only to some limited preci-
sion and small corrections have to be applied based on
perturbative as well as numerical information. For the
quark mass a particular definition m based on a PCAC
relation (62) is adopted [62] and it is estimated that a
tuning up to |mL| < 0.05 su�ces for the attempted pre-
cision.

In figure 8 we find an additional demonstration that
the values of L/a = 6 . . . 12 have very small discretiza-
tion errors, at least after our 2-loop improvement of the
observable and with the Wilson plaquette gauge action.
One can therefore carry out a precise continuum limit
with these rather small lattices. On the other hand the
figure shows that one cannot take this for granted for
any action. Care to take the continuum limit is the most
important requirement for a trustable determination of
the step scaling functions and ultimately also the ⇤ pa-

Figure 8: A test of the continuum extrapolations with di↵erent actions
for Nf = 0. The data from top (triangles) to bottom (open circles) are
for the Iwasaki, the tree level Lüscher Weisz and the Wilson gauge
action. Both the boundary improvement of the action and the im-
provement of the observables have been included. At present this is
possible at the 2-loop level for the Wilson gauge action only, and at
the 1-loop level in the two other cases. Figure from [29] based on data
from [63, 64].
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Figure 9: The Nf -dependence of the step scaling function of the
Schrödinger functional coupling [65]. Non-perturbative results are
shown together with the two-loop curves.

rameter.
The continuum extrapolated step scaling function can

finally be iterated to construct the non-perturbative run-
ning coupling for a number of scale arguments in fig-
ure 10. We will see that changing the number of quark
flavors from Nf = 0 to Nf = 2 does not induce any
qualitative changes. The connection from low to high
energies is rather smooth and perturbation theory can
be trusted in the Schrödinger functional schemes rather
precisely at energies µ & 50 GeV or larger. For the pur-
pose of the comparison we show side by side Nf = 0 re-
sults from [67] where the methods were developed and

Iwasaki,    1-lp ct !
!

 LW,    1-lp ct !
!
!
plaq,    2-lp ct 



Continuum limit of Ω

‣ Global fits, similar to Σ!

‣ but with L/a=6,8,10,12 (“L”) and  L/a=12,16,24 (“2L”) !

‣ a-effects different for “L” vs. “2L” (different def. of m=0)

0 0.005 0.01 0.015 0.02 0.025 0.03
0.1100

0.1200

0.1300

0.1400

0.1500

(a/L)2

⌦
(2
.0
12
,a
/L

)

L 2L 1-loop !(global fit)

! !
2-loop
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local fits at fixed u=2.012


