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Vertex	reconstruction	at	ATLAS	
Vertex	reconstruction	uses	
reconstructed	tracks	to	determine	
the	locations	of	primary	interactions	
and	secondary	decays.

Three	major	steps:	
• Seeding
• Track	assignment
• Fitting

TRACK	REQUIREMENTS

• pT >	400	MeV,	|h|	<	2.5
• ≥	1 hits	in	the	IBL+B-layer
• ≥	9	hits	in	the	pixel+SCT if	|h|	≤	1.65
• ≥	11	hits	in	the	pixel+SCT if	|h|	>	1.65
• Maximum	of	1	shared	module
• Pixel	holes	=	0
• SCT	holes	≤	1

SCT	=	Semi	Conductor	Tracker

in the barrel region and a three at each end-cap. The silicon micro-strip semiconductor tracker (SCT)
surrounds the pixel detector and has four additional layers of silicon along the barrel, and nine end-cap
discs. The silicon detector components cover the rapidity region |⌘ | < 2.5

The transition radiation tracker (TRT) consists of gas filled straws and provides position information and
particle identification in the rapidity region |⌘ | < 2.0.

The three sub-detectors cover the radial regions from the nominal interaction point at 31 ! 122.5,
299! 514, and 563! 1066 mm respectively, with expected resolutions in the r � � plane of 10, 17, and
130 µm.

Figure 1: The ATLAS ID.

Outside of the solenoid a high granularity liquid-argon (LAr) sampling electromagnetic calorimeter and
a steel/scintillator hadronic tile calorimeter provide coverage in the central rapidity region. The end-
cap and forward regions are instrumented with LAr calorimeters for both electromagnetic and hadronic
measurements.

The muon spectrometer (MS) surrounds the calorimeters and consists of three large superconducting
toroids of eight coils each, a system of tracking chambers, and resistive plate chambers for triggering.

Ahead of the end-cap calorimeters a minimum bias trigger scintillator (MBTS) system consisting of two
concentric rings of eight plastic scintillators and embedded wave-length shifting (WLS) optical fibres
provide high e�ciency triggers for minimum bias events.

For a description of the performance of the ID in the early part of the 2015 run, see [5].
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Vertex	reconstruction	at	ATLAS	
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Seeding

• A	seed	is	placed	at	the	location	of	
the	estimated	mode	in	z,	
considering	the track’s	impact	
parameters	z0 with	respect	to	the	
beam	spot.
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Vertex	reconstruction	at	ATLAS	
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Track	assignment

• Tracks	compatible	with	the	seed	
are	grouped	together	for	fitting.

Adaptive	Fitting

• Fit	nearby	tracks	to	the	seed.	
• The	fit	is	an	iterative	procedure,	

and	in	each	iteration	less	
compatible	tracks	are	down-
weighted	and	the	vertex	position	
is	recomputed.	
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Vertex	reconstruction	at	ATLAS	
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Next	iteration

• Tracks	that	are	not	already	fit	to	
vertices	are	then	used	to	repeat	
the	process	from	the	seeding	
step.

• Repeat	the	process	until	all	tracks	
are	assigned	to	a	vertex	OR	a	
seed	is	generated	which	has	no	
compatible	tracks	for	fitting.

The	reconstructed	vertex	with	the	
highest	SpT2 is	assigned	as	the	
default	primary	interaction.
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The	luminosity	challenge
Outstanding	LHC	performance
• Peak	lumi:	11.6×1033 cm-2s-1

The	vertex	reconstruction	depends	
mostly	on	the	number	of	
interactions	per	bunch	crossing, not	
the	centre-of-mass	energy.
The	main	effects	are:
• Merging
• Splitting
• Fakes
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Efficiency	and	basic	quantities
• Vertex	reconstruction	efficiency	measured	in	special	“low-µ”	runs	in	

events	with	at	least	two	tracks

• The	data	are	reproduced	well	by	simulation	(Pythia	8.185	with	A2	tune),	
with	some	disagreement	in	the	charged	track	multiplicity	and	pT
spectra	(within	20%)

5 Vertex E�ciency

The vertex reconstruction e�ciency is determined from data by taking the ratio between events with a
reconstructed vertex and events with at least two reconstructed tracks. This is estimated from tracks with
the definition given in Section 3. The expected contribution from beam-induced background events is
also removed [11]. The measured vertex e�ciency is shown in Figure 7. This measurement uses data
taken during ATLAS run 267359, a subset of the low-µ dataset corresponding to an integrated luminosity
of 216.9 µb�1.
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Figure 7: E�ciency of vertex reconstruction as a function of the number of tracks in the low-µ data.

6 Vertex Position Resolution Measurement

The vertex position uncertainty is estimated in Monte Carlo simulation and depends on the correct
description of sub-detector hit cluster errors, multiple scattering, ionization energy losses due to material
in the detector and the residual misalignment. For this reason, the vertex uncertainty in Monte Carlo
simulation and data are not necessarily the same. A correction to the fitted vertex uncertainty (�

x,fit) can
be obtained by defining scale factors, K

x

, K

y

and K

z

, for the errors on the fit vertex positions xPV, yPV
and zPV respectively, such that the corrected vertex uncertainty (�

x,true) is given by,

�
x,true = K

x

�
x,fit. (1)

The scale factors can be derived in data using the Split-Vertex method [1]. The tracks used in the vertex fit
are assumed to originate from a single interaction. This set of tracks can then be split into two groups of
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Figure 3: (a) Number of tracks per vertex and (b) ⌃p

2
T per vertex of tracks for all vertices in the high-µ data. Monte

Carlo simulation is normalized to data yield.
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Figure 4: (a) Track pT and (b) ⌘ of tracks for the leading vertex in the low-µ data. Monte Carlo simulation is
normalized to data yield.
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Vertex	position	resolution
• The	vertex	position	uncertainty	is	estimated	in	Monte	Carlo	simulation
• Ntracks and	SpT-dependent	corrections	to	account	for	the	simulation	

mismodellings,	to	the	fitted	vertex	uncertainty	(σx,fit)	can	be	obtained	from	
data	with	the	“split	vertex	method”

• Average	correction	of	about	10%
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Dependence	on	pile-up

The	current	algorithm	is	
optimised to	minimise the	
occurrence	of	split	vertices.

However,	as	the	amount	of	pile-
up	increases,	merging of	tracks	
from	two	close-by	interactions	
into	a	single	reconstructed	
vertex	becomes	more	common.
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Vertex	merging
Vertices	within	about	3	mm	of	each	other	along	the	z	(beam)	axis	are	
generally	merged.	
• This	can	significantly	degrade	the	resolution	on	the	vertex	position.
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Imaging	seeding:	algorithm
We	hope	to	improve	this	behavior	in	Run	II	with	a	new	seed	finding	method	
based	on	techniques	used	in	medical	imaging.	

• In	this	method,	we	take	all	tracks	which	pass	a	good	track	selection	and	
use	them	to	fill	a	3D	spatial	histogram	centered	around	the	beam	axis
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(a) Track backprojection
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(b) Reconstructed image

Figure 1: Illustration of the image reconstruction of part of a single simulated tt̄ event using POWHEG and PY-
THIA6, including pile-up, centred on the bin with the largest content in the reconstructed 3D histogram image.
Slices are made through this peak in the zy and xy planes (at x = 15 and z = 0), and the axes are labeled both
with the actual bin numbers used in the algorithm and the corresponding spatial extents. The results of the track
back-projection step are shown in Figure 1a; the bin content represents the sum of track path lengths in each bin.
In Figure 1b the full reconstructed image after Fourier transformation into frequency space, filtering, and back
transformation is shown; this histogram is used as input to image processing algorithms to identify likely vertex
locations that appear as peaks in the image. In addition to the interaction resulting in the highest peak (centred at
z = 0), several other interactions are visible in the reconstructed image.
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Imaging	seeding:	algorithm

• This	histogram	is	sent	through	a	FFT	algorithm,	a	frequency	filter	is	
applied,	then	the	FFT	is	reversed.

• This	histogram	is	collapsed	onto	the	z	axis,	with	bins	weighted	by	distance	
from	the	axis,	and	local	maxima	are	taken	as	vertex	seeds.
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(b) Reconstructed image

Figure 1: Illustration of the image reconstruction of part of a single simulated tt̄ event using POWHEG and PY-
THIA6, including pile-up, centred on the bin with the largest content in the reconstructed 3D histogram image.
Slices are made through this peak in the zy and xy planes (at x = 15 and z = 0), and the axes are labeled both
with the actual bin numbers used in the algorithm and the corresponding spatial extents. The results of the track
back-projection step are shown in Figure 1a; the bin content represents the sum of track path lengths in each bin.
In Figure 1b the full reconstructed image after Fourier transformation into frequency space, filtering, and back
transformation is shown; this histogram is used as input to image processing algorithms to identify likely vertex
locations that appear as peaks in the image. In addition to the interaction resulting in the highest peak (centred at
z = 0), several other interactions are visible in the reconstructed image.
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Here we show the average number of reconstructed primary 
vertices as a function of µ, the average number of 
interactions per bunch crossing. Up to µ=40, we 
reconstruct on average about 50% of the vertices. However, 
note that the curve is concave down. Vertices lost to merging 
impact the reconstruction performance more heavily at higher 
pileup. 

We look at the quality of reconstructed hard scatter vertices 
in the following plots. The plot uses the following definitions: 

• Clean: Exactly one reconstructed vertex corresponding to 
the truth hard scatter vertex. 

• Low pile-up: Exactly one merged vertex where hard scatter 
contributes more than 50% of the track weight. 

• High pile-up: No vertex where the hard scatter contributes 
more than 50% of the track weight, but at least one vertex 
where the hard scatter contributes some weight. 

Below, we compare the number of tracks in reconstructed 
vertices, with the iterative method performed on data and on 
MC. Agreement is fairly good, but slightly off at high and low 
tracks.

We are investigating a new method of seed-finding which is 
based on techniques used in medical imaging. 

In this method, we take all tracks which pass a good track 
selection and use them to fill a 3D spatial histogram centered 
around the beam axis (figure a). 

This histogram is sent through a FFT algorithm, a frequency 
filter is applied, then the FFT is reversed (figure b). 

This histogram is collapsed onto the z axis, with bins 
weighted by distance from the axis, and local maxima are 
taken as vertex seeds. Tracks are then associated with the 
seeds as usual. 

We are still investigating the effect of the new seeding 
method on vertex reconstruction. Due to updates in the old 
method, it is currently unclear how much improvement the 
new seeder provides. The new seeder can produce seeds 
with finer spatial resolution but with more splits (one truth 
vertex reconstructed as two or more vertices), and we are 
investigating whether this attribute can be used to reduce 
merged vertices. Our strategy is to use the imaging seeder to 
produce many split vertices, and then to perform an 
additional recombination step in order to put the pieces back 
together. We hope that this may reduce the number of 
merged vertices at the end. Investigations are ongoing.

Vertex reconstruction is the process of taking reconstructed 
tracks and using them to determine the locations of proton 
collisions and secondary decays. 

Reconstruction occurs in two steps: seed finding and vertex 
fitting. In the seed finding step we find a point representing a 
possible vertex location. Then we associate nearby tracks 
and adjust the final vertex position in the fitting step. 

Run I 

In the Run I vertex reconstruction method we use an iterative 
seed-finding procedure. The method is as follows: 

• Find reconstructed tracks passing a good track selection. 
• Using these tracks, determine the location of a single seed. 
• Fit nearby tracks to the seed. The fit is an iterative 

procedure, and in each iteration less compatible tracks are 
down-weighted and the vertex position is recomputed. 

• Use the leftover tracks to find another seed and repeat. 

Run II 

In Run II, we expect a higher pileup environment with 
increased luminosity. As can be seen in the plots below (from 
our Run I paper), merging is expected to be a major issue 
with higher pileup. This is when two or more truth vertices are 
reconstructed as a single vertex. As can be seen in the lower 
plot, vertices within about 5 mm of each other along the z 
(beam) axis are generally merged. 

We hope to improve this behavior in Run II with a new seed 
finding method.

Vertex Reconstruction in ATLAS Run II
Matt Zhang, for the Vertex Reconstruction Group

Background Algorithm ComparisonsImage SeedingRun I Algorithm Performance

Here we compare the performances of the Run I iterative 
seeding method with the Run II imaging method. First we see 
that the imaging method can produce more finely spaced 
vertices. In the following plot, we see that while the old 
method could only achieve a z resolution of around 5 mm, 
the imaging method can get to around 2 mm. 

The finer resolution allows us to reconstruct more vertices in 
total. In the following plot we show the iterative seeder 
compared with the imaging seeder run with two different 
settings. When we use a coarse histogram binning, using 
1024 bins in the z direction, we see that the imaging seeder 
performs about as well as the iterative seeder. However, 
when we increase the resolution, using 2048 bins in the z 
direction, we manage to reconstruct many more vertices. The 
fit lines in this plot use the equation Nvtx = ε*µ*(1-m*µ). 

Increasing the binning further leads to even finer resolution. 
However, this also leads to more split vertices. Our current 
goal is to recombine the split vertices in such a way as to 
minimize both splitting and merging. Unfortunately, 
increasing the binning also greatly increases computation 
time. See the plot below for a comparison. One method of 
overcoming this problem may be to use sparse matrices in 
the imaging seeding calculations.

Imaging	algorithm:	results
The	new	seeder	can	
produce	seeds	with	finer	
spatial	resolution	but:
• more	splits
• computationally	more	

expensive
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Here we show the average number of reconstructed primary 
vertices as a function of µ, the average number of 
interactions per bunch crossing. Up to µ=40, we 
reconstruct on average about 50% of the vertices. However, 
note that the curve is concave down. Vertices lost to merging 
impact the reconstruction performance more heavily at higher 
pileup. 

We look at the quality of reconstructed hard scatter vertices 
in the following plots. The plot uses the following definitions: 

• Clean: Exactly one reconstructed vertex corresponding to 
the truth hard scatter vertex. 

• Low pile-up: Exactly one merged vertex where hard scatter 
contributes more than 50% of the track weight. 

• High pile-up: No vertex where the hard scatter contributes 
more than 50% of the track weight, but at least one vertex 
where the hard scatter contributes some weight. 

Below, we compare the number of tracks in reconstructed 
vertices, with the iterative method performed on data and on 
MC. Agreement is fairly good, but slightly off at high and low 
tracks.

We are investigating a new method of seed-finding which is 
based on techniques used in medical imaging. 

In this method, we take all tracks which pass a good track 
selection and use them to fill a 3D spatial histogram centered 
around the beam axis (figure a). 

This histogram is sent through a FFT algorithm, a frequency 
filter is applied, then the FFT is reversed (figure b). 

This histogram is collapsed onto the z axis, with bins 
weighted by distance from the axis, and local maxima are 
taken as vertex seeds. Tracks are then associated with the 
seeds as usual. 

We are still investigating the effect of the new seeding 
method on vertex reconstruction. Due to updates in the old 
method, it is currently unclear how much improvement the 
new seeder provides. The new seeder can produce seeds 
with finer spatial resolution but with more splits (one truth 
vertex reconstructed as two or more vertices), and we are 
investigating whether this attribute can be used to reduce 
merged vertices. Our strategy is to use the imaging seeder to 
produce many split vertices, and then to perform an 
additional recombination step in order to put the pieces back 
together. We hope that this may reduce the number of 
merged vertices at the end. Investigations are ongoing.

Vertex reconstruction is the process of taking reconstructed 
tracks and using them to determine the locations of proton 
collisions and secondary decays. 

Reconstruction occurs in two steps: seed finding and vertex 
fitting. In the seed finding step we find a point representing a 
possible vertex location. Then we associate nearby tracks 
and adjust the final vertex position in the fitting step. 

Run I 

In the Run I vertex reconstruction method we use an iterative 
seed-finding procedure. The method is as follows: 

• Find reconstructed tracks passing a good track selection. 
• Using these tracks, determine the location of a single seed. 
• Fit nearby tracks to the seed. The fit is an iterative 

procedure, and in each iteration less compatible tracks are 
down-weighted and the vertex position is recomputed. 

• Use the leftover tracks to find another seed and repeat. 

Run II 

In Run II, we expect a higher pileup environment with 
increased luminosity. As can be seen in the plots below (from 
our Run I paper), merging is expected to be a major issue 
with higher pileup. This is when two or more truth vertices are 
reconstructed as a single vertex. As can be seen in the lower 
plot, vertices within about 5 mm of each other along the z 
(beam) axis are generally merged. 

We hope to improve this behavior in Run II with a new seed 
finding method.

Vertex Reconstruction in ATLAS Run II
Matt Zhang, for the Vertex Reconstruction Group
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We are investigating a new method of seed-finding which is 
based on techniques used in medical imaging. 

In this method, we take all tracks which pass a good track 
selection and use them to fill a 3D spatial histogram centered 
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fitting. In the seed finding step we find a point representing a 
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with higher pileup. This is when two or more truth vertices are 
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fit lines in this plot use the equation Nvtx = ε*µ*(1-m*µ). 

Increasing the binning further leads to even finer resolution. 
However, this also leads to more split vertices. Our current 
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minimize both splitting and merging. Unfortunately, 
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An	analytical	parameterisation of	the	average	number	of	reconstructed	
vertices <nVx>	as	a	function	of	the	number	of	interactions	has	been	derived.

F(eµ,	pmask) parameterises the	vertex	merging,	taking	into	account:
• the	poissonian distribution	of	the	number	of	reconstructed	vertices
• the	probability	of	two	to	multiple	vertex	merging

pmask can	be	independently	computed	from	data

Vertex	merging	parameterisation
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nVx = p0 +ε ⋅µ −F ε ⋅µ, pmask( )

• p0 =	beam	halo	and	cavern	
backgrounds

• e =	vertex	reconstruction	efficiency
• pmask =	vertex	merging	probability



Extrapolation	to	different	scenarios:	
the	HL-LHC

The	parameterisation allows	to	evaluate	the	expected	performance	in	
different:
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Conclusions
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The	ATLAS	vertex	reconstruction	has	been	performing	robustly	
during	the	LHC	run	2.
• High	reconstruction	efficiency
• Data	and	simulation	in	good	agreement

ATLAS	is	now	focusing	on	improving	these	performances	and	
preparing	for	even	higher	luminosities.

THANKS	FOR	YOUR	ATTENTION!



BACKUP
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A	Toroidal Lhc ApparatuS
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ATLAS	is	a	multi-purpose	
detector	composed	by:
• Inner	Detector

– Track	reconstruction	for	
charged	particles

– Primary	and	secondary	
vertex	reconstruction

• Calorimeters
– Measurement	of	

electron,	g and	jet	
energies

– Hermeticity for	ETmiss

reconstruction	

• Muon spectrometer
– Muon identification	and	

reconstruction



The	split	vertex	method
• The	tracks	used	in	the	vertex	fit	are	assumed	to	originate	from	a	single	

interaction.	
• This	set	of	tracks	can	then	be	split	into	two	groups	of	approximately	the	

same	ΣpT and	two	independent	vertices	can	be	reconstructed.	No	beam-
spot	constraint	is	used	during	the	vertex	fit.	

• The	separation	between	the	two	daughter	vertices	gives	an	estimate	for	
their	combined	intrinsic	resolution.	The	scale	factor	is	then	the	standard	
deviation	of	a	Gaussian	fit	to	the	pull	distribution	given	by	normalizing	this	
separation	to	the	respective	error:

approximately the same ⌃pT and two independent vertices can be reconstructed. No beam-spot constraint
is used during the vertex fit. Hence, the separation between the two daughter vertices gives an estimate
for their combined intrinsic resolution. The scale factor is then the standard deviation of a Gaussian fit to
the pull distribution given by normalizing this separation to the respective error:

Pull
x

=
x1,PV � x2,PVq
�2
x1,fit + �

2
x2,fit

, (2)

where x1,PV and x2,PV are the positions of the two daughter vertices and �
x1,fit and �

x2,fit are their
respective errors.

Figure 8 show the scale factors in x, y and z for data and Monte Carlo simulation as a function of the
average number of tracks in the daughter vertices. The data used for these measurements is the same subet
of the low-µ datset as was used in Section 5.

The scale factors decrease as a function of number of tracks for both data and Monte Carlo simulation,
but the scale factors obtained from data are consistently higher than those from simulation.

The experimental resolution of the reconstructed vertex postition is obtained by scaling the average vertex
uncertainties with the scale factors described above. Figure 9 shows the vertex resolution as a function of
the average number of tracks in the daughter vertices.
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Figure 8: Scale Factors extracted using the Split-Vertex method as a function of the number of tracks.

7 Conclusion

The performance of the vertex reconstruction in the ATLAS detector for the first two weeks of
p

s = 13 TeV
data has been presented. The quantities are shown for two data-taking periods, one of which had a
lower number of pp interactions, and were compared to Monte Carlo simulation. Overall, the simulation
describes the data reasonably well. The vertex position resolution was also measured in data and compared
to Monte Carlo simulation. Some di�erences were observed between data and Monte Carlo in the measured
scale factors.

9

19



Beamspot reconstruction
The	beam-spot	reconstruction	is	based	on	an	unbinned maximum	likelihood	
fit	to	the	spatial	distribution	of	primary	vertices	collected	from	many	events.	
• These	primary	vertices	are	reconstructed	without	beam-spot	constraint	

from	a	representative	subset	of	the	data	during	the	detector	calibration
• In	each	event	only	the	primary	vertex	with	the	highest	sum	of	squares	of	

transverse	momenta	of	contributing	tracks
• In	order	to	be	used	in	the	beam-spot	fit,	this	vertex	must	include	at	least	5	

tracks	and	must	have	a	probability	of	the	χ2 of	the	vertex	fit	greater	than	
0.1%.

• The	requirement	of	at	least	5	tracks	ensures	that	most	vertices	have	a	
transverse	vertex	resolution	better	than	50	µm	with	a	most	probable	value	
of	about	15	µm	that	is	comparable	to	the	transverse	beam-spot	size.	

• At	least	100	selected	vertices	are	required	to	perform	a	beam-spot	fit
• The	fit	extracts	the	centroid	position	of	the	beam	spot
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