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Top & FCC-hh facts

• A huge amount of top-quark pairs will 
be produced at a 100 TeV hadron 
collider: σNLO~30nb (~40x LHC run II)	


• 3·1010 top pair produced with 10ab-1	


• Many tops will be boosted	



• Can we detect all them?	


• What can we do with them?	


• Is it just t t?̄
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Rd.c. ⇠ mtop

pT

increasing pT��������!

Figure 1: Illustration of the dead-cone e↵ect. Final-state radiation from a top quark is

suppressed within an angular region scaling like R
d.c.

⇠ m
top

/pT , called the dead-cone

region. As the pT of the top quark increases, the amount of radiation emitted from the

top quark in a fixed angular region increases both due to the increase in energy and the

decrease in size of the dead-cone region.

only distort the pT spectrum of the jets slightly, but can a↵ect the jet mass substantially.

To see this behavior, consider a top quark jet of radius R with a single emission near the

boundary of the jet. As long as the energy of this emission is small with respect to the

energy of the top, its e↵ect on the jet mass m is approximately given by

m2 ' m2

top

+ pT pISRT R2 . (2.1)

Therefore, an ISR emission in the jet can contribute a mass comparable to the mass of the

top quark when

pISRT ' m2

top

pTR2

. (2.2)

At moderate boosts, typical of the LHC, where pT ⇠ few⇥m
top

, ISR of 50 GeV or so can

a↵ect the jet mass by an O(1) amount (with R ⇠ 1). While this is quite hard radiation at

the LHC, its e↵ect must be mitigated in top quark mass measurements; numerous methods

have been introduced to groom jets so as to remove contaminating radiation in the jet [29–

39]. However, at the ranges of pT s accessible by a future collider, the jet pT can be several

to tens of TeV. In this regime, even emissions of a few GeV can change the jet mass by an

O(1) amount. Thus, it is absolutely necessary to consider these e↵ects at a future collider.

One is therefore lead to consider whether grooming methods that have been successfully

applied at the LHC to mitigate contamination from both FSR and ISR could be applied at

higher energies and luminosities. So far the standard grooming techniques have not been

studied in detail in such an extreme environment2 and so we will consider an alternative

(simpler and possibly more robust) approach.

To this aim, we note that the ISR e↵ects scale like the jet radius to a positive power

and the dead-cone e↵ect suppresses FSR in a region of angular size m
top

/pT . We can

therefore reduce the contamination from radiation by appropriately scaling the jet radius

by (the inverse of) its pT . The specific procedure that we employ for boosted top quarks

2Some studies of extreme pile-up or jet grooming at energies and luminosities beyond current LHC

applications are [27, 28, 48–50].
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Tagging top quarks at a FCC-hh	


Larkoski, Maltoni, Selvaggi, arXiv:1503.03347

• Challenges:	


• Boosted objects radiate a lot, both ISR and FSR (before the 

decay). Jet-mass measurement affected:  
m2 ~ mt2 + pT pTISR R2 

In the very boosted regime (pT~10TeV), pTISR ~ 5 GeV can give 
large distortions for R~1 
Grooming methods never studied in such an extreme regime 
FSR radiation suppressed inside dead cone: Rdc~mt/pT	



!

!

• Decay products of a boosted object fall inside a very narrow 
cone: R~2mt/pT.  
R~0.05 for pT=7.5 TeV, comparable with the resolution of ATLAS/
CMS E-M calorimeters.

3
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A variable-R jet algorithm

• Jet-mass degradation due to ISR can be reduced using a 
jet radius R(pT) = C mt / pT	



• First cluster jets using anti-kT with fixed R	


• Recluster the constituents of each jet with R(pT)	


• Keep the hardest subjet as the top jet	


• Mass jet contamination now reduced to  

m2 = mt2 (1 + C2 pTISR/pT)	


• Dead-cone effect also reduces contamination from FSR

4
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• Fixed-radius jets show poor mass 
discrimination between signal and 
background	



• Using a pT-dependent radius 
improves the picture, but effects 
due to calorimeter granularity 
appear	



• Calo-only based analysis insufficient 
Cutting on the mass will degrade 
tagging efficiency

5

A variable-R jet algorithm:	


effects on jet-mass distribution
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Figure 3: Distributions of the jet mass as measured on anti-kT jets with radius R = 1.0

and pT 2 [7.5, 10] TeV on boosted top jets and QCD jets from light quarks and gluons. (a)

Mass distribution as measured from the CMS detector’s calorimeter. (b) Mass distribution

as measured from a future collider detector’s calorimeter.

the discrimination power of our top quark tagging methods, show that projected calorime-

try of a future collider is insu�cient, and tracked-based information can provide the needed

complementary information. App. B collects plots and analyses for a di↵erent set of jet pT
bins demonstrating that our arguments have a wide range of validity.

Here, we consider jets in the pT range of 7.5�10 TeV. The reason for this choice is the

following. First, the pT is su�ciently hard that standard methods show clear limitations.

The angular size of the top quark decay products in this bin is approximately

R
top

⇠ 2m
top

pT
. 2 · 175 GeV

7.5 TeV
⇡ 0.05 , (3.1)

which is comparable to the resolution of the electromagnetic calorimeters at ATLAS and

CMS. Therefore, the reconstruction of top quark jets produced in this pT bin will be very

sensitive to the resolution of the detector and can provide a valuable benchmark for future

collider detector resolution goals.

To do this, we will compare the e�ciency to identify boosted top quark jets by using

the standard calorimetric information only and by using our track-based method in a

simulated CMS-like detector and in a projected future 100 TeV collider using Delphes.

The parameters for the fast detector simulation are presented in App. A and provide, we

believe, rather conservative estimates for the resolution of detectors of a future collider.

All event simulation is done with the MadGraph5 aMC@NLO 2.2.2, Pythia 6.4 and

Delphes 3.1.2 simulation chain. We study signal samples of boosted Z 0 ! tt̄ events,

– 11 –
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Figure 4: Distributions of the jet mass as measured on anti-kT jets with radius R =

4m
top

/pT and pT 2 [7.5, 10] TeV on boosted top jets and QCD jets from light quarks and

gluons. (a) Mass distribution as measured from the CMS detector’s calorimeter. (b) Mass

distribution as measured from a future collider detector’s calorimeter.

where the mass of the Z 0 is varied depending on the pT of the top quarks, and background

samples of the partonic SM processes qq̄ ! q0q̄0 and gg ! gg at a 100 TeV pp collider. Jets

are reconstructed using the anti-kT algorithm with FastJet 3.0.6, with either a fixed jet

radius or using the jet radius that scales with pT , defined in Eq. (2.3). We ignore details

and subtleties of defining quark flavor and gluon flavor jets, and pragmatically define them

as what results from showering quark or gluon partons.

3.1 Mass Distributions

We begin by presenting the distribution for the jet mass in these samples as measured

from calorimeter cells with a fixed jet radius R = 1.0. Distributions of the signal and

background jet masses for the CMS and future collider detectors are presented in Fig. 3.

Because of the large jet radius, there is a significant contamination from radiation in the

jets, resulting in all mass distributions, either at CMS or a future collider, peaking at

masses substantially greater than the top quark mass. Additionally, the light quark and

gluon background distributions straddle the signal top quark distribution, showing that

any background QCD jet sample would be essentially indistinguishable from a top quark

sample from these mass distributions alone.

In Fig. 4, we present the distributions of the jet mass as measured on calorimeter

jets with a scaled jet radius R = 4m
top

/pT . With the scaled jet radius, the amount

of contamination in the jet is greatly reduced; however, the low resolution degrades the

– 12 –
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Improving the mass resolution	


with tracks

• Track-based information can help to achieve a better mass 
resolution	



• Use charged tracks and reconstruct full jet mass as 
m = mch pT/pTch	



• Mass discrimination much improved, even for detectors with 
poor calo granularity	



• Further improvements based on jet substructure 

6
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Figure 5: Distributions of the rescaled track-based jet mass as measured on anti-kT jets

with radius R = 4m
top

/pT and pT 2 [7.5, 10] TeV on boosted top jets and QCD jets from

light quarks and gluons. (a) Distribution as measured from the CMS detector’s tracking

system. (b) Distribution as measured from a future collider detector’s tracking system.

mass distributions measured in the CMS detector. Signal and background distributions

overlap and all samples have a peak at zero mass indicating that the jet consists of a single

calorimeter cell. Detector resolution e↵ects are also significant in the mass distributions

measured at a future collider. While the angular resolution of the calorimeter for the future

collider scenario is ⇥2 finer than for CMS (see App. A.2) and so these distributions do not

have a peak at zero mass, the overlap of signal and background is substantial, and a cut

on the mass would only result in a marginal top quark tagging e�ciency.

Finally, in Fig. 5, we present the distributions of the jet mass as measured from tracks

with the jet radius R = 4m
top

/pT and rescaling by the ratio of the total jet pT to the track

pT . Unlike the jet mass as measured from the calorimeter, the rescaled track mass accu-

rately reproduces the top mass for both the CMS and future collider detectors and barely

su↵ers from resolution e↵ects. Additionally, the mass distributions of QCD backgrounds

are pushed to small values, below the mass of the top quark for both detectors. A cut in

a window around the top quark mass would therefore robustly and e�ciently discriminate

boosted top quark jets from the QCD background. Larger rejection of QCD background

can be accomplished by measuring additional substructure observables on the jet.

3.2 Substructure observables

As mentioned earlier, a jet mass comparable to the mass of the top quark can be recon-

structed in several ways: for signal, by the decay into hard subjets and no FSR radiation;

– 13 –
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Exploiting substructure information

• Select 3-prongs-like jets using N-
subjettiness ratio τ3,2 and ECF D3	



• N-subjettiness sensitive to top/
gluon discrimination, ECF to top/
uds	



• @50% top efficiency:	


• mass cut + τ3,2 → 83% gluon 

rejection	


• mass cut + D3 → 94% uds 

rejection 
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Figure 6: Distributions of the jet ⌧
3

/⌧
2

(top) and D
3

(bottom) as measured on anti-kT
jets with radius R = 4m

top

/pT and pT 2 [7.5, 10] TeV on boosted top jets and QCD

jets from light quarks and gluons. Additionally, we require that the rescaled track-based

mass lie in the window m 2 [120, 250] GeV. (left) Distributions as measured from the

CMS detector’s tracking system. (right) Distributions as measured from a future collider

detector’s tracking system.

jets is not well understood. The motivation for constructing these observables relies on

the behavior of QCD in the parametric soft and collinear limits. However, gluon and light

quark jets are not parametrically di↵erent objects, and so, without detailed calculation,

it may not be possible to understand the performance. Further complication for detailed
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Figure 6: Distributions of the jet ⌧
3

/⌧
2

(top) and D
3

(bottom) as measured on anti-kT
jets with radius R = 4m

top

/pT and pT 2 [7.5, 10] TeV on boosted top jets and QCD

jets from light quarks and gluons. Additionally, we require that the rescaled track-based

mass lie in the window m 2 [120, 250] GeV. (left) Distributions as measured from the

CMS detector’s tracking system. (right) Distributions as measured from a future collider

detector’s tracking system.

jets is not well understood. The motivation for constructing these observables relies on

the behavior of QCD in the parametric soft and collinear limits. However, gluon and light

quark jets are not parametrically di↵erent objects, and so, without detailed calculation,

it may not be possible to understand the performance. Further complication for detailed
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Performance:	


top efficiency vs mistag rate
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Figure 7: Signal vs. background e�ciency (ROC) curves for top quark identification from

QCD background utilising ⌧
3,2 and D

3

: (left) top quarks vs. gluon jets, (right) top quarks

vs. light quark jets. The ROC curves as measured in the calorimeter are dashed lines and

as measured on tracks are solid lines for (top) the CMS detector and (bottom) the FCC

detector. The cut on the jet mass of m 2 [120, 250] GeV is included in the e�ciencies.

theoretical understanding occurs because we only measure these observables on charged

tracks. Quark and gluon partons fragment to charged hadrons di↵erently, and this may

also a↵ect the discrimination power. A detailed study of these e↵ects and their impact on

discrimination power employing track-based methods of Refs. [74–76] would be certainly

welcome, even though clearly beyond the scope of this paper.

4 Conclusions

We summarize the results of this paper in Fig. 8, illustrating the potential discrimination

power for identifying boosted top quarks at the detector of a future high energy proton
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Figure 7: Signal vs. background e�ciency (ROC) curves for top quark identification from

QCD background utilising ⌧
3,2 and D

3

: (left) top quarks vs. gluon jets, (right) top quarks

vs. light quark jets. The ROC curves as measured in the calorimeter are dashed lines and

as measured on tracks are solid lines for (top) the CMS detector and (bottom) the FCC

detector. The cut on the jet mass of m 2 [120, 250] GeV is included in the e�ciencies.

theoretical understanding occurs because we only measure these observables on charged

tracks. Quark and gluon partons fragment to charged hadrons di↵erently, and this may

also a↵ect the discrimination power. A detailed study of these e↵ects and their impact on

discrimination power employing track-based methods of Refs. [74–76] would be certainly

welcome, even though clearly beyond the scope of this paper.

4 Conclusions

We summarize the results of this paper in Fig. 8, illustrating the potential discrimination

power for identifying boosted top quarks at the detector of a future high energy proton
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Exploring top properties #1:	


The chromo-electric/magnetic moment 

Aguilar-Saavedra, Fuks, Mangano, arXiv:1412.6654

• Top dipole moments are generated via loops in the SM, and are 
very small	


!

!

• Most stringent bounds from low-Q2 (|dV,A|≲10-3)	


• In the SM dV1loop=0.007, dA negligible	


• Weakly interacting NP at the TeV scale → dV,A~0.05	


• The cross-section depends on dV,A as a polynomial → cross-

section measurements can be used to constrain the moments

9

CERN-PH-TH-2014-259

Pinning down top dipole moments with ultra-boosted tops

Juan A. Aguilar–Saavedra(a), Benjamin Fuks(b,c) and Michelangelo L. Mangano(c)

(a) Departamento de F́ısica Teórica y del Cosmos, Universidad de Granada, E-18071 Granada, Spain
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Université de Strasbourg/CNRS-IN2P3, 23 Rue du Loess, F-67037 Strasbourg, France
(c) CERN, PH-TH, CH-1211 Geneva 23, Switzerland

We investigate existing and future hadron-collider constraints on the top dipole chromomagnetic
and chromoelectric moments, two quantities that are expected to be modified in the presence of new
physics. We focus first on recent measurements of the inclusive top pair production cross section
at the Tevatron and at the Large Hadron Collider. We then analyse the role of top-antitop events
produced at very large invariant masses, in the context of the forthcoming 13-14 TeV runs of the
LHC, and at a future 100 TeV proton-proton collider. In this latter case, the selection of semileptonic
decays to hard muons allows to tag top quarks boosted to the multi-TeV regime, strongly reducing
the QCD backgrounds and leading to a significant improvement in the sensitivity to anomalous top
couplings.

I. INTRODUCTION

The first run of the Large Hadron Collider (LHC) at
CERN has successfully confirmed the Standard Model
(SM) of particle physics with the discovery of a Higgs
boson with SM-like properties [1, 2]. Although no sign of
physics beyond the SM has yet been observed, new phe-
nomena at energies not far from the electroweak scale
are predicted in many theories of new physics. There
is therefore a great expectation for the upcoming LHC
runs at center-of-mass (CM) energies

p
s = 13 TeV and

14 TeV, and for experiments at future accelerator facili-
ties running at larger CM energies and luminosities. Fur-
thermore, even if new physics were not directly reachable
at the LHC or future machines, it might still be indirectly
probed through precision measurements of the properties
of the SM particles. In this context, the top quark is be-
lieved to play an important role, due to the closeness of
its mass to the electroweak scale. This has motivated
an intense research program dedicated to the study of
its properties at the LHC. Future colliders will moreover
be able to exploit the increase in CM energy and lumi-
nosity to probe indirect e↵ects of new physics at higher
momentum transfers, increasing the sensitivity to heavy
new physics.

The conceptual design studies of new accelerator com-
plexes for future circular colliders (FCC) have recently
started, at CERN [3] and at IHEP [4]. Their ultimate
goal is the operation of a proton-proton (pp) collider de-
signed to operate at

p
s = 100 TeV. This accelerator will

allow the exploration of energy scales several times higher
than at the LHC, and will also significantly increase the
statistics of known particles. For example, one trillion
top quarks should be available with an integrated lumi-
nosity of 10 ab�1. This consequently opens the door to
indirect searches of new physics in the top sector with an
unprecedented sensitivity.

In this paper we explore some of the opportunities of-

fered by such a huge statistics of top quarks, focusing
on the sensitivity to anomalous couplings to the gluons.
The leading indirect e↵ects from new physics present at
a heavy scale ⇤ can be parametrized by adding to the
SM Lagrangian L

SM

a set of dimension-six operators O
x

invariant under the SM gauge symmetry [5–7],
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+
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O
x

+ . . . , (1)

where the Wilson coe�cients C
x

depend on the type of
new physics and how it couples to the SM particles. After
the spontaneous breaking of the electroweak symmetry,
these operators generate corrections to the SM couplings
included in L

SM

, as well as interactions not present at the
tree level, such as electric dipole moments and explicit
magnetic dipole moments. The e↵ects on the top dipole
moments can be parametrized by adding an e↵ective term
to the top-gluon gauge coupling,
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, (2)

with Ga

µ⌫

(a = 1, . . . , 8) being the gluon field strength
tensor, g

s

the strong coupling constant, m
t

the top mass
and �

a

the Gell-Mann matrices. The second term above
contains both gtt̄ and ggtt̄ interactions that arise, in the
conventions of Refs. [7, 8], from the dimension-six oper-
ator
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= (q̄
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R

)�̃Ga
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, (3)

where q
L3

denotes the weak doublet of left-handed quark
fields of third generation, t

R

the right-handed top quark
field and � is a weak doublet of Higgs fields (we define
here �̃ = i⌧

2

�⇤). After electroweak symmetry breaking,
this operator yields the top dipole moments
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where v = 246 GeV is the vacuum expectation value
of the neutral component of �. For weakly-interacting
new physics at the TeV scale, C33

uG�

⇠ O(1) so that one
expects d

V,A

⇠ 0.05. This exceeds both the chromomag-
netic dipole moment generated in the SM at the one-loop
level d

V

= �0.007 [9] and the associated negligible chro-
moelectric moment [10].

Direct limits on the top chromomagnetic and chromo-
electric dipole moments can be derived from measure-
ments of the tt̄ inclusive cross section at the Tevatron
and the LHC [11–13], and of several tt̄ di↵erential dis-
tributions [14–16]. Moreover, weaker bounds have been
recently calculated [17] from a CMS measurement of the
tt̄ spin correlation in LHC data at 8 TeV [18], as this
observable is also modified by the anomalous interac-
tions of Eq. (2). The most stringent limits on d

V

and
d
A

however arise nowadays from low-Q2 probes, such
as measurements of the neutron electric dipole moment,
which constrain |d

A

|  9.5⇥ 10�4 at the 90% confidence
level (CL) [16], and rare B-meson decays, which imply
�3.8⇥ 10�3  d

V

 1.2⇥ 10�3 at the 95% CL [19].
At the LHC running at 14 TeV, and even more at

100 TeV, a significant amount of top-antitop pairs with
a multi-TeV invariant mass will be produced, with con-
tributions dominated by the gluon-gluon fusion chan-
nel. These kinematical configurations with very large
momentum transfer allow to explore the structure of
the ttg couplings at the shortest distances, and should
then be particularly sensitive probes of the top dipole
moments [20, 21]. After revewing the constraints that
can be obtained from the measurements of total pro-
duction cross sections, in this paper we therefore focus
on the study of very high mass top-antitop final states,
where the top quarks are necessarily highly boosted. We
consider a simple-minded approach to extract the top-
antitop signal from the large QCD background, and ver-
ify that, at 100 TeV, this is su�cient to significantly push
the sensitivity to both chromoelectric and chromomag-
netic dipole moments.

II. TEVATRON AND LHC LIMITS

The combination of inclusive tt̄ cross section mea-
surements at the Tevatron and the LHC provides much
stronger limits on the top dipole moments than the indi-
vidual measurements. The complementarity of these two
colliders is due to a very di↵erent functional dependence
of the total cross section on d

V

and d
A

at the Tevatron
(pp̄ collisions at 1.96 TeV) and the LHC (pp collisions
at 7, 8 TeV), owing to the dominance of qq̄ ! tt̄ at the
former collider and gg ! tt̄ at the latter. Making use
of the FeynRules package [22, 23] to import the La-
grangian of Eq. (2) into MadGraph5 aMC@NLO [24],
we evaluate the tt̄ total production cross section at the

Tevatron and the LHC with 8 TeV, �(2)

t

¯

t

and �(8)

t

¯

t

respec-
tively, including the leading-order contributions of the
top dipole moments. Since the amplitudes contain at
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FIG. 1: Limits, at the 95% CL, on dV and dA as extracted
from measurements of the top-pair production total cross sec-
tion at the Tevatron (dashed) and the LHC with

p
s = 8 TeV

(solid).

most two insertions of the anomalous vertices in Eq. (2),
the dependence on d

A

and d
V

can be parametrized by a
fourth-order polynomial in these two variables.1 We find
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, (5)

when employing the NNPDF 2.3 set of parton densi-
ties [25]. We extract the limits on d

V

and d
A

in Fig. 1
by using the most recent total rate measurements at

the Tevatron, �(2)

exp

= 7.60 ± 0.41 pb [26], and the LHC

with 8 TeV, �(8)

exp

= 241.5 ± 8.5 pb [27], together with
the most precise SM predictions at the next-to-next-to-

leading order accuracy in QCD, �(2)

SM

= 7.35 ± 0.21 pb

and �(8)

SM

= 252.8± 14.4 pb [28]. In the results displayed

1 We have made the choice of keeping all terms in the expansion
of Eq. (5). Third-order and fourth-order terms do not play any
role in the regions relevant for the combined limits. Quadratic
terms correspond to contributions of order ⇤�4. Concerning the
d2V term, dimension-eight operators could generate additional
contributions at the same ⇤�4 order, and including them would
change the interpretation of the limits obtained on dV . On the
other hand, dropping quadratic and higher-order terms, or equiv-
alently truncating the series at order ⇤�2, would imply to neglect
e↵ects that formally appear at order ⇤�4 but that are relevant
in the extraction of the limits. We have therefore adopted the
expansion of Eq. (5).

2

where v = 246 GeV is the vacuum expectation value
of the neutral component of �. For weakly-interacting
new physics at the TeV scale, C33
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expects d
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⇠ 0.05. This exceeds both the chromomag-
netic dipole moment generated in the SM at the one-loop
level d

V

= �0.007 [9] and the associated negligible chro-
moelectric moment [10].
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recently calculated [17] from a CMS measurement of the
tt̄ spin correlation in LHC data at 8 TeV [18], as this
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and
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however arise nowadays from low-Q2 probes, such
as measurements of the neutron electric dipole moment,
which constrain |d
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|  9.5⇥ 10�4 at the 90% confidence
level (CL) [16], and rare B-meson decays, which imply
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 1.2⇥ 10�3 at the 95% CL [19].
At the LHC running at 14 TeV, and even more at

100 TeV, a significant amount of top-antitop pairs with
a multi-TeV invariant mass will be produced, with con-
tributions dominated by the gluon-gluon fusion chan-
nel. These kinematical configurations with very large
momentum transfer allow to explore the structure of
the ttg couplings at the shortest distances, and should
then be particularly sensitive probes of the top dipole
moments [20, 21]. After revewing the constraints that
can be obtained from the measurements of total pro-
duction cross sections, in this paper we therefore focus
on the study of very high mass top-antitop final states,
where the top quarks are necessarily highly boosted. We
consider a simple-minded approach to extract the top-
antitop signal from the large QCD background, and ver-
ify that, at 100 TeV, this is su�cient to significantly push
the sensitivity to both chromoelectric and chromomag-
netic dipole moments.

II. TEVATRON AND LHC LIMITS

The combination of inclusive tt̄ cross section mea-
surements at the Tevatron and the LHC provides much
stronger limits on the top dipole moments than the indi-
vidual measurements. The complementarity of these two
colliders is due to a very di↵erent functional dependence
of the total cross section on d
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and d
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at the Tevatron
(pp̄ collisions at 1.96 TeV) and the LHC (pp collisions
at 7, 8 TeV), owing to the dominance of qq̄ ! tt̄ at the
former collider and gg ! tt̄ at the latter. Making use
of the FeynRules package [22, 23] to import the La-
grangian of Eq. (2) into MadGraph5 aMC@NLO [24],
we evaluate the tt̄ total production cross section at the
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from measurements of the top-pair production total cross sec-
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most two insertions of the anomalous vertices in Eq. (2),
the dependence on d

A

and d
V

can be parametrized by a
fourth-order polynomial in these two variables.1 We find
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when employing the NNPDF 2.3 set of parton densi-
ties [25]. We extract the limits on d

V

and d
A

in Fig. 1
by using the most recent total rate measurements at

the Tevatron, �(2)

exp

= 7.60 ± 0.41 pb [26], and the LHC

with 8 TeV, �(8)

exp

= 241.5 ± 8.5 pb [27], together with
the most precise SM predictions at the next-to-next-to-

leading order accuracy in QCD, �(2)

SM

= 7.35 ± 0.21 pb

and �(8)

SM

= 252.8± 14.4 pb [28]. In the results displayed

1 We have made the choice of keeping all terms in the expansion
of Eq. (5). Third-order and fourth-order terms do not play any
role in the regions relevant for the combined limits. Quadratic
terms correspond to contributions of order ⇤�4. Concerning the
d2V term, dimension-eight operators could generate additional
contributions at the same ⇤�4 order, and including them would
change the interpretation of the limits obtained on dV . On the
other hand, dropping quadratic and higher-order terms, or equiv-
alently truncating the series at order ⇤�2, would imply to neglect
e↵ects that formally appear at order ⇤�4 but that are relevant
in the extraction of the limits. We have therefore adopted the
expansion of Eq. (5).
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where v = 246 GeV is the vacuum expectation value
of the neutral component of �. For weakly-interacting
new physics at the TeV scale, C33

uG�

⇠ O(1) so that one
expects d

V,A

⇠ 0.05. This exceeds both the chromomag-
netic dipole moment generated in the SM at the one-loop
level d

V

= �0.007 [9] and the associated negligible chro-
moelectric moment [10].

Direct limits on the top chromomagnetic and chromo-
electric dipole moments can be derived from measure-
ments of the tt̄ inclusive cross section at the Tevatron
and the LHC [11–13], and of several tt̄ di↵erential dis-
tributions [14–16]. Moreover, weaker bounds have been
recently calculated [17] from a CMS measurement of the
tt̄ spin correlation in LHC data at 8 TeV [18], as this
observable is also modified by the anomalous interac-
tions of Eq. (2). The most stringent limits on d

V

and
d
A

however arise nowadays from low-Q2 probes, such
as measurements of the neutron electric dipole moment,
which constrain |d

A

|  9.5⇥ 10�4 at the 90% confidence
level (CL) [16], and rare B-meson decays, which imply
�3.8⇥ 10�3  d

V

 1.2⇥ 10�3 at the 95% CL [19].
At the LHC running at 14 TeV, and even more at

100 TeV, a significant amount of top-antitop pairs with
a multi-TeV invariant mass will be produced, with con-
tributions dominated by the gluon-gluon fusion chan-
nel. These kinematical configurations with very large
momentum transfer allow to explore the structure of
the ttg couplings at the shortest distances, and should
then be particularly sensitive probes of the top dipole
moments [20, 21]. After revewing the constraints that
can be obtained from the measurements of total pro-
duction cross sections, in this paper we therefore focus
on the study of very high mass top-antitop final states,
where the top quarks are necessarily highly boosted. We
consider a simple-minded approach to extract the top-
antitop signal from the large QCD background, and ver-
ify that, at 100 TeV, this is su�cient to significantly push
the sensitivity to both chromoelectric and chromomag-
netic dipole moments.

II. TEVATRON AND LHC LIMITS

The combination of inclusive tt̄ cross section mea-
surements at the Tevatron and the LHC provides much
stronger limits on the top dipole moments than the indi-
vidual measurements. The complementarity of these two
colliders is due to a very di↵erent functional dependence
of the total cross section on d

V

and d
A

at the Tevatron
(pp̄ collisions at 1.96 TeV) and the LHC (pp collisions
at 7, 8 TeV), owing to the dominance of qq̄ ! tt̄ at the
former collider and gg ! tt̄ at the latter. Making use
of the FeynRules package [22, 23] to import the La-
grangian of Eq. (2) into MadGraph5 aMC@NLO [24],
we evaluate the tt̄ total production cross section at the

Tevatron and the LHC with 8 TeV, �(2)
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tion at the Tevatron (dashed) and the LHC with

p
s = 8 TeV

(solid).

most two insertions of the anomalous vertices in Eq. (2),
the dependence on d
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and d
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can be parametrized by a
fourth-order polynomial in these two variables.1 We find
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when employing the NNPDF 2.3 set of parton densi-
ties [25]. We extract the limits on d

V

and d
A

in Fig. 1
by using the most recent total rate measurements at

the Tevatron, �(2)

exp

= 7.60 ± 0.41 pb [26], and the LHC

with 8 TeV, �(8)

exp

= 241.5 ± 8.5 pb [27], together with
the most precise SM predictions at the next-to-next-to-

leading order accuracy in QCD, �(2)

SM

= 7.35 ± 0.21 pb

and �(8)

SM

= 252.8± 14.4 pb [28]. In the results displayed

1 We have made the choice of keeping all terms in the expansion
of Eq. (5). Third-order and fourth-order terms do not play any
role in the regions relevant for the combined limits. Quadratic
terms correspond to contributions of order ⇤�4. Concerning the
d2V term, dimension-eight operators could generate additional
contributions at the same ⇤�4 order, and including them would
change the interpretation of the limits obtained on dV . On the
other hand, dropping quadratic and higher-order terms, or equiv-
alently truncating the series at order ⇤�2, would imply to neglect
e↵ects that formally appear at order ⇤�4 but that are relevant
in the extraction of the limits. We have therefore adopted the
expansion of Eq. (5).
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FIG. 2: Expected 95% CL limits on dV and dA at the future
LHC run, with

p
s = 14 TeV. We show results using inclusive

tt̄ cross sections (solid black) and after considering only top-
antitop pairs with an invariant mass larger than 1 TeV (solid
blue annulus) and 2 TeV (solid red ellipse). For comparison,
the Tevatron limit is also displayed (dashed).

�0.0086  d
V

 0.012 and |d
A

|  0.019, so that the fu-
ture run of the LHC is expected to improve the limits
on d

V

by a factor of two. Moreover, the sensitivity
to a CP -violating chromoelectric moment using a CP -
even observable — such as the tt̄ fiducial cross section at
high m

t

¯

t

— is found remarkably similar to the expected
one when measuring CP -odd triple product asymmetries
(|d

A

|  0.02 [17]). Finally, assuming the Wilson coe�-
cient C33

uG�

to be of at most 4⇡, one can translate the
bounds on d

V

and d
A

into a lower limit on the new
physics scale ⇤ that is found to be ⇤ >⇠ 5 TeV. (This
ensures the validity of the e↵ective field theory approach
used in Eq. (2).) For smaller C33

uG�

the limits on ⇤ are
correspondingly looser.

III. SENSITIVITY AT 100 TEV

A significantly large number of tt̄ pairs with a multi-
TeV invariant mass are expected to be produced in sev-
eral ab�1 of pp collisions at 100 TeV. With the opening of
new kinematical regimes that have never been probed so
far, the performance of the standard boosted top recon-
struction techniques, developed in the LHC context and
relying of the top-jet substructure [21, 30–41], needs to
be reassessed, also in view of the potential improvements
in the features of future detectors. Considering that a
top quark with p

T

= 5 TeV would have its three primary
decay products contained within a cone of R <⇠ 0.05, it is
clear that the e↵ectiveness of a tagging based on the jet
substructure would be strongly tied to the details of the
detectors, such as tracking performance and calorimetric

FIG. 3: Top: cross sections for inclusive tt̄ and dijet final
states, with the mass of the two leading jets above Mmin

(jets as defined in the text). Central: e�ciency of the cut zµ >
zmin, for tt̄ ! µ+X and for dijet events, with Mmin > 6 TeV.
Bottom: zmin dependence of the total rates for tt̄ ! µ + X
and dijets, with Mmin > 6 TeV.

granularity4. We therefore focus our study on a rather
safe feature, in principle usable with any conceivable de-
tector design, which should enable the di↵erentiation of
highly boosted top quarks from generic QCD jets. That
is the spectrum of muons coming from the top decays, al-
ready discussed in the context of top tagging in Refs. [43–

4 After completion of this work, a study appeared [42], focused on
the issue of tagging multi-TeV top jets. This paper confirms the
potential for good tagging e�ciency and background rejection,
provided the detector performance can match the challenge of
dealing with these high-density track environments.
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45]. We show here that the study of this observable pro-
vides a proof of principle that a large-invariant-mass tt̄
signal can be isolated from the otherwise overwhelming
QCD background, in spite of the limited e�ciency due to
the branching ratio for a muonic decay. It is likely that
more e�cient top taggers, along the lines of what devel-
oped for the TeV regime of relevance to the LHC will
significantly improve the usable statistics and our final
sensitivity to anomalous top dipole moments.

We generate hard top-pair and dijet events with Mad-
Graph5 aMC@NLO and further match them to the
parton showering and hadronization algorithms included
in the Pythia 8 program [46]. We then consider all cen-
tral (|⌘| < 2) jets with p

T

> 1 TeV reconstructed by
making use of an anti-k

T

algorithm with a radius pa-
rameter R = 0.2 [47], as implemented in the FastJet
package [48]. We finally analyse the reconstructed events
with the MadAnalysis 5 framework [49]. We preselect
events featuring at least two reconstructed jets, and the
invariant mass of the system made of the two leading jets
(generically denoted by m

t

¯

t

) is demanded to be greater
than some threshold M

min

. In Fig. 3 (upper plot) we
show the cross section as a function of the minimum dijet
invariant mass M

min

, both for the top signal and for the
inclusive multijet background, which is over two order of
magnitude larger. As indicated above, in order to extract
a top-antitop signal from the multijet QCD background,
we further require at least one muon lying within a cone
of R = 0.2 around any of the selected jets. This final step
of the selection relies on the di↵erent properties of the
muons arising from multijet and tt̄ events. In the former
case, they are found to only carry a small fraction of the
jet transverse momentum, as inferred by their produc-
tion from B-meson and D-meson decays, whereas in the
latter case they are induced by prompt top decays and
can get a significant fraction of the top transverse mo-
mentum. Events are consequently selected by requesting
a minimum value z

min

for the variable z
µ

, defined by

z
µ

= max
i=1,...,n

p
T

(µ
i

)

p
T

(j
i

)
, (7)

where we maximize, over the n muons possibly present
in a given event, the ratio of the muon transverse mo-
mentum p

T

(µ
i

) to the corresponding jet transverse mo-
mentum p

T

(j
i

). The e�ciency of signal and background,
as a function of the requirement on z

µ

, are shown in
the central plot of Fig. 3. In the case of the top sig-
nal, we removed from the definition of this e�ciency the
trivial branching ratio factor for the decay tt̄ ! µ + X
(the contribution from muonic decays of the b hadrons
is negligible in the relevant regions of z

µ

). Since the z
µ

distribution has a slight dependence on the transverse
momentum of the jets, we show, as an example, the re-
sult averaged over the set of events with dijet invariant
mass larger than 6 TeV. Convoluting the e�ciencies with
the appropriate rates, results in the cross sections shown
in the bottom plot of Fig. 3. As we can see, imposing
z
µ

>⇠ 0.5 reduces the background by orders of magnitude,

Invariant mass selection z selection S/B L
mtt̄ > 6 TeV zµ > 0.5 0.39 36 fb�1

mtt̄ > 10 TeV zµ > 0.5 0.74 200 fb�1

mtt̄ > 15 TeV zµ > 0.4 0.25 2.4 ab�1

TABLE II: Values of the selection threshold on the zµ-variable
of Eq. (7) for di↵erent invariant mass selections. We also
present the related S/B ratio and the luminosity L necessary
for a 5� extraction of a high-mtt̄ signal from the multijet
background.
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FIG. 4: Expected 95% CL limits on dV and dA at 100 TeV af-
ter considering top-antitop pairs with an invariant mass larger
than 6 TeV (solid blue), 10 TeV (solid red) and 15 TeV (solid
purple). For comparison, the expected limit from the second
run of the LHC, with mtt̄ > 2 TeV, (dashed line) and indirect
limits (dotted lines) are also displayed.

down to a level comparable to the signal. Of course the
experimental implementation of a selection like this will
require a good muon identification e�ciency in the dense
jet environment, and a good momentum resolution in
the multi-TeV momentum range. The study of the dijet
rate, in the region of z

min

where the background dom-
inates, will provide nevertheless a good control sample
for a robust data-driven determination of the absolute
background normalization.
To generate the following results, we considered the

three reference M
min

thresholds of 6, 10 and 15 TeV. The
corresponding requirements on the z

µ

-variable, which
we used to optimize the signal significance, are given
in Table II. We also include here the luminosities that
are necessary for a signal extraction at the 5� level.
We have verified that the results are similar when
using Herwig++ [50] instead of Pythia, or Alp-
gen+Herwig6 [51, 52].
Using the above results to deduce the statistical un-

certainties associated with a would-be tt̄ cross section
measurement at 100 TeV, we additionally account for
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Present and future constraints 	


on dipole moments

Tevatron and LHC Run I	


•Use most recent experimental 

measurements + σSM @NNLO	


•Stronger bounds than those 

from spin-correlations 
Bernreuther, Si, arXiv:1305.2066  
CMS-PAS-TOP-14-005
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2

where v = 246 GeV is the vacuum expectation value
of the neutral component of �. For weakly-interacting
new physics at the TeV scale, C33

uG�

⇠ O(1) so that one
expects d

V,A

⇠ 0.05. This exceeds both the chromomag-
netic dipole moment generated in the SM at the one-loop
level d

V

= �0.007 [9] and the associated negligible chro-
moelectric moment [10].

Direct limits on the top chromomagnetic and chromo-
electric dipole moments can be derived from measure-
ments of the tt̄ inclusive cross section at the Tevatron
and the LHC [11–13], and of several tt̄ di↵erential dis-
tributions [14–16]. Moreover, weaker bounds have been
recently calculated [17] from a CMS measurement of the
tt̄ spin correlation in LHC data at 8 TeV [18], as this
observable is also modified by the anomalous interac-
tions of Eq. (2). The most stringent limits on d

V

and
d
A

however arise nowadays from low-Q2 probes, such
as measurements of the neutron electric dipole moment,
which constrain |d

A

|  9.5⇥ 10�4 at the 90% confidence
level (CL) [16], and rare B-meson decays, which imply
�3.8⇥ 10�3  d

V

 1.2⇥ 10�3 at the 95% CL [19].
At the LHC running at 14 TeV, and even more at

100 TeV, a significant amount of top-antitop pairs with
a multi-TeV invariant mass will be produced, with con-
tributions dominated by the gluon-gluon fusion chan-
nel. These kinematical configurations with very large
momentum transfer allow to explore the structure of
the ttg couplings at the shortest distances, and should
then be particularly sensitive probes of the top dipole
moments [20, 21]. After revewing the constraints that
can be obtained from the measurements of total pro-
duction cross sections, in this paper we therefore focus
on the study of very high mass top-antitop final states,
where the top quarks are necessarily highly boosted. We
consider a simple-minded approach to extract the top-
antitop signal from the large QCD background, and ver-
ify that, at 100 TeV, this is su�cient to significantly push
the sensitivity to both chromoelectric and chromomag-
netic dipole moments.

II. TEVATRON AND LHC LIMITS

The combination of inclusive tt̄ cross section mea-
surements at the Tevatron and the LHC provides much
stronger limits on the top dipole moments than the indi-
vidual measurements. The complementarity of these two
colliders is due to a very di↵erent functional dependence
of the total cross section on d

V

and d
A

at the Tevatron
(pp̄ collisions at 1.96 TeV) and the LHC (pp collisions
at 7, 8 TeV), owing to the dominance of qq̄ ! tt̄ at the
former collider and gg ! tt̄ at the latter. Making use
of the FeynRules package [22, 23] to import the La-
grangian of Eq. (2) into MadGraph5 aMC@NLO [24],
we evaluate the tt̄ total production cross section at the

Tevatron and the LHC with 8 TeV, �(2)

t

¯

t

and �(8)

t

¯

t

respec-
tively, including the leading-order contributions of the
top dipole moments. Since the amplitudes contain at
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FIG. 1: Limits, at the 95% CL, on dV and dA as extracted
from measurements of the top-pair production total cross sec-
tion at the Tevatron (dashed) and the LHC with

p
s = 8 TeV

(solid).

most two insertions of the anomalous vertices in Eq. (2),
the dependence on d

A

and d
V

can be parametrized by a
fourth-order polynomial in these two variables.1 We find

�(2)

t

¯

t

(pb) = �(2)

SM

(pb)� 45.5 d
V

+ 131 d2
V

� 64.7 d3
V

+55.5 d4
V

+ 40.7 d2
A

+ 56.5 d4
A

�66.2 d
V

d2
A

+ 116 d2
V

d2
A

,

�(8)

t

¯

t

(nb) = �(8)

SM

(nb)� 1.53 d
V

+ 10.1 d2
V

� 23.0 d3
V

+28.6 d4
V

+ 7.0 d2
A

+ 28.6 d4
A

�23.1 d
V

d2
A

+ 57.3 d2
V

d2
A

, (5)

when employing the NNPDF 2.3 set of parton densi-
ties [25]. We extract the limits on d

V

and d
A

in Fig. 1
by using the most recent total rate measurements at

the Tevatron, �(2)

exp

= 7.60 ± 0.41 pb [26], and the LHC

with 8 TeV, �(8)

exp

= 241.5 ± 8.5 pb [27], together with
the most precise SM predictions at the next-to-next-to-

leading order accuracy in QCD, �(2)

SM

= 7.35 ± 0.21 pb

and �(8)

SM

= 252.8± 14.4 pb [28]. In the results displayed

1 We have made the choice of keeping all terms in the expansion
of Eq. (5). Third-order and fourth-order terms do not play any
role in the regions relevant for the combined limits. Quadratic
terms correspond to contributions of order ⇤�4. Concerning the
d2V term, dimension-eight operators could generate additional
contributions at the same ⇤�4 order, and including them would
change the interpretation of the limits obtained on dV . On the
other hand, dropping quadratic and higher-order terms, or equiv-
alently truncating the series at order ⇤�2, would imply to neglect
e↵ects that formally appear at order ⇤�4 but that are relevant
in the extraction of the limits. We have therefore adopted the
expansion of Eq. (5).

LHC Run II (100fb-1)	


•Use information both on total 

xsect and on xsect at large 
invariant mass	



•Use CMSTopTagger (WP3) for 
boosted tops

4
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FIG. 2: Expected 95% CL limits on dV and dA at the future
LHC run, with

p
s = 14 TeV. We show results using inclusive

tt̄ cross sections (solid black) and after considering only top-
antitop pairs with an invariant mass larger than 1 TeV (solid
blue annulus) and 2 TeV (solid red ellipse). For comparison,
the Tevatron limit is also displayed (dashed).

�0.0086  d
V

 0.012 and |d
A

|  0.019, so that the fu-
ture run of the LHC is expected to improve the limits
on d

V

by a factor of two. Moreover, the sensitivity
to a CP -violating chromoelectric moment using a CP -
even observable — such as the tt̄ fiducial cross section at
high m

t

¯

t

— is found remarkably similar to the expected
one when measuring CP -odd triple product asymmetries
(|d

A

|  0.02 [17]). Finally, assuming the Wilson coe�-
cient C33

uG�

to be of at most 4⇡, one can translate the
bounds on d

V

and d
A

into a lower limit on the new
physics scale ⇤ that is found to be ⇤ >⇠ 5 TeV. (This
ensures the validity of the e↵ective field theory approach
used in Eq. (2).) For smaller C33

uG�

the limits on ⇤ are
correspondingly looser.

III. SENSITIVITY AT 100 TEV

A significantly large number of tt̄ pairs with a multi-
TeV invariant mass are expected to be produced in sev-
eral ab�1 of pp collisions at 100 TeV. With the opening of
new kinematical regimes that have never been probed so
far, the performance of the standard boosted top recon-
struction techniques, developed in the LHC context and
relying of the top-jet substructure [21, 30–41], needs to
be reassessed, also in view of the potential improvements
in the features of future detectors. Considering that a
top quark with p

T

= 5 TeV would have its three primary
decay products contained within a cone of R <⇠ 0.05, it is
clear that the e↵ectiveness of a tagging based on the jet
substructure would be strongly tied to the details of the
detectors, such as tracking performance and calorimetric

FIG. 3: Top: cross sections for inclusive tt̄ and dijet final
states, with the mass of the two leading jets above Mmin

(jets as defined in the text). Central: e�ciency of the cut zµ >
zmin, for tt̄ ! µ+X and for dijet events, with Mmin > 6 TeV.
Bottom: zmin dependence of the total rates for tt̄ ! µ + X
and dijets, with Mmin > 6 TeV.

granularity4. We therefore focus our study on a rather
safe feature, in principle usable with any conceivable de-
tector design, which should enable the di↵erentiation of
highly boosted top quarks from generic QCD jets. That
is the spectrum of muons coming from the top decays, al-
ready discussed in the context of top tagging in Refs. [43–

4 After completion of this work, a study appeared [42], focused on
the issue of tagging multi-TeV top jets. This paper confirms the
potential for good tagging e�ciency and background rejection,
provided the detector performance can match the challenge of
dealing with these high-density track environments.

FCC (10ab-1)	


•Ask one muonic top + cut on 

muon energy to reject QCD 
background	



•Very high invariant mass region 
(>15TeV) limited by statistics	



•Compatible with current indirect 
limits
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45]. We show here that the study of this observable pro-
vides a proof of principle that a large-invariant-mass tt̄
signal can be isolated from the otherwise overwhelming
QCD background, in spite of the limited e�ciency due to
the branching ratio for a muonic decay. It is likely that
more e�cient top taggers, along the lines of what devel-
oped for the TeV regime of relevance to the LHC will
significantly improve the usable statistics and our final
sensitivity to anomalous top dipole moments.

We generate hard top-pair and dijet events with Mad-
Graph5 aMC@NLO and further match them to the
parton showering and hadronization algorithms included
in the Pythia 8 program [46]. We then consider all cen-
tral (|⌘| < 2) jets with p

T

> 1 TeV reconstructed by
making use of an anti-k

T

algorithm with a radius pa-
rameter R = 0.2 [47], as implemented in the FastJet
package [48]. We finally analyse the reconstructed events
with the MadAnalysis 5 framework [49]. We preselect
events featuring at least two reconstructed jets, and the
invariant mass of the system made of the two leading jets
(generically denoted by m

t

¯

t

) is demanded to be greater
than some threshold M

min

. In Fig. 3 (upper plot) we
show the cross section as a function of the minimum dijet
invariant mass M

min

, both for the top signal and for the
inclusive multijet background, which is over two order of
magnitude larger. As indicated above, in order to extract
a top-antitop signal from the multijet QCD background,
we further require at least one muon lying within a cone
of R = 0.2 around any of the selected jets. This final step
of the selection relies on the di↵erent properties of the
muons arising from multijet and tt̄ events. In the former
case, they are found to only carry a small fraction of the
jet transverse momentum, as inferred by their produc-
tion from B-meson and D-meson decays, whereas in the
latter case they are induced by prompt top decays and
can get a significant fraction of the top transverse mo-
mentum. Events are consequently selected by requesting
a minimum value z

min

for the variable z
µ

, defined by

z
µ

= max
i=1,...,n

p
T

(µ
i

)

p
T

(j
i

)
, (7)

where we maximize, over the n muons possibly present
in a given event, the ratio of the muon transverse mo-
mentum p

T

(µ
i

) to the corresponding jet transverse mo-
mentum p

T

(j
i

). The e�ciency of signal and background,
as a function of the requirement on z

µ

, are shown in
the central plot of Fig. 3. In the case of the top sig-
nal, we removed from the definition of this e�ciency the
trivial branching ratio factor for the decay tt̄ ! µ + X
(the contribution from muonic decays of the b hadrons
is negligible in the relevant regions of z

µ

). Since the z
µ

distribution has a slight dependence on the transverse
momentum of the jets, we show, as an example, the re-
sult averaged over the set of events with dijet invariant
mass larger than 6 TeV. Convoluting the e�ciencies with
the appropriate rates, results in the cross sections shown
in the bottom plot of Fig. 3. As we can see, imposing
z
µ

>⇠ 0.5 reduces the background by orders of magnitude,

Invariant mass selection z selection S/B L
mtt̄ > 6 TeV zµ > 0.5 0.39 36 fb�1

mtt̄ > 10 TeV zµ > 0.5 0.74 200 fb�1

mtt̄ > 15 TeV zµ > 0.4 0.25 2.4 ab�1

TABLE II: Values of the selection threshold on the zµ-variable
of Eq. (7) for di↵erent invariant mass selections. We also
present the related S/B ratio and the luminosity L necessary
for a 5� extraction of a high-mtt̄ signal from the multijet
background.
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FIG. 4: Expected 95% CL limits on dV and dA at 100 TeV af-
ter considering top-antitop pairs with an invariant mass larger
than 6 TeV (solid blue), 10 TeV (solid red) and 15 TeV (solid
purple). For comparison, the expected limit from the second
run of the LHC, with mtt̄ > 2 TeV, (dashed line) and indirect
limits (dotted lines) are also displayed.

down to a level comparable to the signal. Of course the
experimental implementation of a selection like this will
require a good muon identification e�ciency in the dense
jet environment, and a good momentum resolution in
the multi-TeV momentum range. The study of the dijet
rate, in the region of z

min

where the background dom-
inates, will provide nevertheless a good control sample
for a robust data-driven determination of the absolute
background normalization.
To generate the following results, we considered the

three reference M
min

thresholds of 6, 10 and 15 TeV. The
corresponding requirements on the z

µ

-variable, which
we used to optimize the signal significance, are given
in Table II. We also include here the luminosities that
are necessary for a signal extraction at the 5� level.
We have verified that the results are similar when
using Herwig++ [50] instead of Pythia, or Alp-
gen+Herwig6 [51, 52].
Using the above results to deduce the statistical un-

certainties associated with a would-be tt̄ cross section
measurement at 100 TeV, we additionally account for

6

systematic uncertainties of 5% before deriving the ex-
pectation for constraining the top dipole moments. (As
previously discussed, we use a 5% systematic uncertainty
as a reasonable reference value.) Assuming an integrated
luminosity of 10 ab�1, we display our results on Fig. 4,
together with the limits expected from the LHC run at
14 TeV when using tt̄ pairs with m

t

¯

t

> 2 TeV. As for
the LHC case, the selection on the top-antitop invariant
mass enforces the contributions to the tt̄ cross section
that are quadratic in d

V

and d
A

to dominate, so that
the allowed regions of the (d

V

, d
A

) plane are ellipses. As
also suggested by Table II, the statistical uncertainties
start to be important for large m

t

¯

t

thresholds, so that
the bounds derived when m

t

¯

t

> 15 TeV are similar to
those obtained when m

t

¯

t

> 10 TeV. An optimal m
t

¯

t

se-
lection would however strongly depend on the boosted
top identification e�ciency and mistagging rate, and may
be di↵erent from the ones deduced in our simplified ap-
proach that only aims to show that the observation of tt̄
pairs at high invariant mass can be envisaged. Enforc-
ing m

t

¯

t

> 10 TeV, the top dipole moments are bound
to �0.0022  d

V

 0.0031 and |d
A

|  0.0026, which
improves the LHC results by about one order of magni-
tude, leading to constraints that are comparable to the
indirect ones obtained from B-decays and from the neu-
tron electric dipole moment. (In any case, direct and
indirect limits are complementary, since the latter are
much more model-dependent and can be evaded with
additional new physics contributions.) Conversely, these
limits can be translated in terms of a lower bound on the
scale at which new physics could be expected, which is
found to satisfy ⇤ >⇠ 17 TeV. This again ensures that the
e↵ective Lagrangian of Eq. (2) is valid with respect to
the magnitude of the probed momentum transfers.

IV. SUMMARY

Direct limits on the top dipole couplings improve
greatly by probing higher momentum transfers, as a con-
sequence of their Lorentz structure. A 100 TeV pp col-
lider is therefore a suitable machine to explore these
anomalous interactions, in order to expose the indirect
e↵ects of new heavy states. In this paper, we have inves-
tigated the sensitivity of the future run of the LHC at
14 TeV and of a 100 TeV collider to anomalous top chro-
moelectric and chromomagnetic dipole moments d

V

and
d
A

. We have considered both the study of tt̄ inclusive
cross sections and of top-antitop pairs with a multi-TeV
invariant mass. The summary of our results is shown in
Fig. 5 where we compare the current direct bounds to
the projected limits for 100 fb�1 at 14 TeV and 10 ab�1

at 100 TeV.
The sensitivity at 100 TeV is expected to allow for a

very important improvement of the bounds derived from
measurements at the Tevatron and at the previous and
future LHC runs, so that the d

V

and d
A

allowed ranges
could be reduced by more than one order of magnitude

-0.04 -0.02 0 0.02 0.04 0.06 0.08

d
V

-0.12

-0.08

-0.04

0

0.04

0.08

0.12

d
A

Tevatron + LHC8

LHC14

FCC

FIG. 5: Comparison of current and expected limits on the top
dipole moments at the LHC and at 100 TeV.

with respect to the current direct limits. Furthermore,
one may also wonder whether the expected LHC limits
on d

V

and d
A

, obtained from tt̄ spin correlation mea-
surements and CP -odd triple product asymmetries, re-
spectively, could be improved at 100 TeV (at the LHC,
they are of the same order as the expected ones from
cross section measurements in Fig. 2). Clearly, consider-
ing large energy scales — by selecting, for instance, high-
m

t

¯

t

top-antitop pairs as done in this work — enhances
the e↵ect on the anomalous contributions, not only in
the fiducial cross section but also in the angular distri-
butions. However, the angular distributions that may
be measured in a typical LHC boosted top kinematical
regime of m

t

¯

t

<⇠ 2 TeV (see, e.g., Ref. [53]) may not be
useful for ultra-boosted tops, and deserve further investi-
gations. Further studies would also be desirable to eval-
uate the complementarity of the measurements discussed
in this paper, with those possible with e+e� collisions at
the top-antitop threshold, where a large statistics is fore-
seen by the e+e� option of the FCC complex [54], and
at higher energies (e.g., at CLIC [55] or ILC [56]).
As a byproduct of our study, we developed and de-

scribed a new robust and e↵ective approach to the prob-
lem of tagging top-antitop final states of large invari-
ant mass, exploting the hard muon spectrum in top de-
cays. We are confident that more detailed studies of
top-tagging algorithms, made possible also by the more
aggressive detector technologies envisaged for the future
collider experiments, can further improve our results.
What we showed is just an example of possible oppor-

tunities o↵ered by the huge samples of top quarks avail-
able at a 100 TeV pp collider. Other areas that would
certainly benefit include the study of rare or forbidden
decays (e.g. t ! q + g/Z/�/H (q = u, c), tests of elec-
troweak couplings (e.g. in s-channel single top produc-
tion pp ! W ⇤ ! tb̄ at very large invariant mass), and
high-precision measurements of production asymmetries,
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Exploring top properties #2:	


The top Yukawa coupling

• The determination of the top Yukawa is of utmost importance 
for present and future colliders	



• t tH̄ is the only channel where yt can be directly measured	


• Not discovered at the RunI, looking forward for RunII	



• Prospects from RunII: yt known at 7-10% level, with 3ab-1	


• Can we go down to 1% with the FCC?

11
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Ratios can help…	


Mangano, Plehn, Reimitz, Schell, Shao, arXiv:1507.08169

• t tH̄ and t tZ̄ are quite similar processes, with rather large 
theoretical uncertainties (~10%).	


• Dominant production mode (gg) has identical diagrams 

Correlated QCD corrections, scale and αS systematics	


!
!
!

• Almost identical kinematics boundaries (mZ~mH)  
Correlated PDF and mt systematics

12

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

Table 2: Results with NLO QCD corrections at 13 TeV LHC by using three di↵erent sets

of PDF. Results are presented together with the renormalization/factorization scale and

PDF uncertainties.

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)
�(tt̄Z)

MSTW2008 33.9+7.06%+0.941%
�8.29%�1.26% 57.9+8.93%+0.901%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%
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will alter the ratio �(tt̄H)/�(tt̄Z) by 1%�1.5%, the uncertainty of mt value will alter it by

1.5% and the uncertainty of mH results in 2%. Some interesting features can also be seen

from these two tables. It is seen that �(tt̄H) is almost insensitive to the value of mt = yt,

while it is sensitive to the Higgs mass mH . In contrast, �(tt̄Z) is independent of mH but

sensitive to the value of mt.

The results inGµ-scheme are listed in Table 9. InGµ-scheme, we use ↵�1 = 132.50699632834286

and Gµ = 1.166390 · 10�5. The weak corrections to the ratio �(tt̄H)/�(tt̄Z) is at about

2% level, which is already comparable to the uncertainty of NLO QCD result.
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1. Results

1.1 Total cross sections

The default parameter setup is:

Parameter value Parameter value

Gµ 1.1987498350461625 · 10�5 nlf 5

mt 173.3 yt 173.3

mW 80.419 mZ 91.188

mH 125.0 ↵�1 128.930

We also take MSTW2008 NLO [1] as our default PDF and µR = µF = µ0 =
P

f2final statesmT,f/2

as our default central scale, where mT,f is the transverse mass of the final particle f .

�(tt̄H) [pb] �(tt̄Z) [pb] �(tt̄H)/�(tt̄Z)

13 TeV 0.475+5.79%+3.33%
�9.04%�3.08% 0.785+9.81%+3.27%

�11.2%�3.12% 0.606+2.45%+0.525%
�3.66%�0.319%

100 TeV 33.9+7.06%+2.17%
�8.29%�2.18% 57.9+8.93%+2.24%

�9.46%�2.43% 0.585+1.29%+0.314%
�2.02%�0.147%

Table 1: Total cross sections �(tt̄H) and �(tt̄Z) and the ratios �(tt̄H)/�(tt̄Z) with NLO

QCD corrections at 13 TeV LHC and 100 TeV FCC. Results are presented together with

the renormalization/factorization scale and PDF+↵s uncertainties.

The comparison of total cross sections and the ratios by using LHAPDF 5.9.1 [2] with

MSTW2008 NLO [1], CT10 NLO [3] and NNPDF2.3 NLO [4] is shown in tables. 2 and 3.

The PDF uncertainties in the ratio �(tt̄H)/�(tt̄Z) is at permille level.

By varing some parameters in the setup, we show the corresponding results in tables. 4

and 5. It is shown that the changing of the central scale to fixed scale µ0 = mt +mH,Z/2
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�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to
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Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
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Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

MSTW2008 0.475+5.79%+2.02%
�9.04%�2.50% 0.785+9.81%+1.93%

�11.2%�2.39% 0.606+2.45%+0.216%
�3.66%�0.249%

CT10 0.450+5.70%+6.00%
�8.80%�5.34% 0.741+9.50%+5.91%

�10.9%�5.29% 0.607+2.34%+0.672%
�3.47%�0.675%

NNPDF2.3 0.470+5.26%+2.22%
�8.58%�2.22% 0.771+8.97%+2.16%

�10.6%�2.16% 0.609+2.23%+0.205%
�3.41%�0.205%

100 TeV

MSTW2008 33.9+7.06%+0.94%
�8.29%�1.26% 57.9+8.93%+0.90%

�9.46%�1.20% 0.585+1.29%+0.0526%
�2.02%�0.0758%

CT10 32.4+6.87%+2.29%
�8.11%�2.95% 55.5+8.73%+2.16%

�9.27%�2.78% 0.584+1.27%+0.189%
�1.99%�0.260%

NNPDF2.3 33.2+6.62%+0.78%
�6.47%�0.78% 56.9+7.62%+0.75%

�7.29%�0.75% 0.584+1.29%+0.0493%
�2.01%�0.0493%

Table 2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three di↵erent sets of PDF.
Results are presented together with the renormalization/factorization scale and PDF uncertainties.
Contrary to Table 1, the ↵S systematics is not included here.

We start by discussing the results at the LO in the EW e↵ects. The scale variation is performed
over the standard range 0.5µ0  µR,F  2µ0, with µR and µF varying independently. Both scale and
PDF choices are correlated between numerator and denominator when taking the ratios. The resulting
scale and MSTW 2008NLO PDF +↵S uncertainties, for the total cross sections of the individual
processes and of for the ratio, are shown in Table 1. Notice that the scale uncertainty of the individual
processes, in the range of ±7� 10%, is reduced to ±1.5% (±3%) for the ratios at 100 (13) TeV. The
PDF variation is reduced by a factor close to 10, to the few permille level.

To corroborate the great stability of the ratios, we also consider di↵erent PDF sets, showing in
Table 2 the results obtained using the following LHAPDF 5.9.1 [38] sets: MSTW2008 NLO [37], CT10
NLO [39] and NNPDF2.3 NLO [40] (in this case, we only consider the PDF variation, and not the
↵S systematics). While the overall envelope of the predictions for the individual rates includes a ±5%
range, the ratio uncertainty due to the PDFs remains at the few permille level.

We explore further variations in our default parameter set in Table 3. There, we remove the PDF
uncertainties, which are practically una↵ected by these parameter changes. Choosing the fixed value
µ0 = mt +mH,Z/2 for the central choice of the renormalization and factorization scales, modifies the
ratio �(tt̄H)/�(tt̄Z) by 1%� 1.5%, consistent with the range established using the dynamical scale.

For mt, we consider a variation in the range of mt = 173.3 ± 0.8 GeV. We notice that �(tt̄H) is
practically constant. This is due to the anti-correlation between the increase (decrease) in rate due to

�(tt̄H)[pb] �(tt̄Z)[pb]
�(tt̄H)
�(tt̄Z)

13 TeV

default 0.475+5.79%
�9.04% 0.785+9.81%

�11.2% 0.606+2.45%
�3.66%

µ0 = mt +mH,Z/2 0.529+5.96%
�9.42% 0.885+9.93%

�11.6% 0.597+2.45%
�3.61%

mt = ytv = 174.1 GeV 0.474+5.74%
�9.01% 0.773+9.76%

�11.2% 0.614+2.45%
�3.66%

mt = ytv = 172.5 GeV 0.475+5.81%
�9.05% 0.795+9.82%

�11.2% 0.597+2.45%
�3.65%

mH = 126.0 GeV 0.464+5.80%
�9.04% 0.785+9.81%

�11.2% 0.593+2.42%
�3.62%

100 TeV

default 33.9+7.06%
�8.29% 57.9+8.93%

�9.46% 0.585+1.29%
�2.02%

µ0 = mt +mH,Z/2 39.0+9.76%
�9.57% 67.2+10.9%

�10.6% 0.580+1.16%
�1.80%

mt = ytv = 174.1 GeV 33.9+7.01%
�8.27% 57.2+8.90%

�9.42% 0.592+1.27%
�2.00%

mt = ytv = 172.5 GeV 33.7+6.99%
�8.31% 58.6+8.93%

�9.46% 0.576+1.27%
�1.99%

mH = 126.0 GeV 33.2+7.04%
�8.28% 57.9+8.93%

�9.46% 0.575+1.25%
�1.95%

Table 3: Results with NLO QCD corrections at 13 TeV and 100 TeV by varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
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Is a1% measurement of yt 	


possible at the FCC?

• Exploit t tZ̄ measurements and uncertainties correlation in the 
ratio t tH̄/t tZ̄	



• Exploit harder spectra at 100TeV than at 13TeV (boosted 
regime) to enhance S/B	



• Use improved HepTopTagger2/BDRS Higgs tagger	


• Add information from N-subjettiness	


• Use OptimalR mode, to reduce the jet size until some decay 

subjets are dropped

13
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Signal and background processes 	


and selection

14
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Figure 2. Reconstructed mbb for the leading-J substructures in the fat Higgs jet. We require
two b-tags inside the fat Higgs jet (left) and an additional continuum b-tag (right). The event
numbers are scaled to L = 20 ab�1.

Delphes3 provides isolated leptons as well as parton-level b-quarks needed for the tagging
procedure later-on. Leptons have to pass a minimum pT,` > 10 GeV. For their isolation we demand
a transverse momentum ratio (isolation variable) of I < 0.1 within �R < 0.3. Finally, we use the
energy flow objects for hadrons to cluster via the Cambridge/Aachen (C/A) jet algorithm [31]. The
jet clustering and the analysis are done with FastJet3 [32], a modified BDRS Higgs tagger [21, 5]
and the HEPTopTagger2 [20]. For all b-tags we require a parton-level b-quark within �R < 0.3.

First, we require one isolated lepton with |y`| < 2.5 and pT,` > 15 GeV. For the top
tag [33, 34, 35], we cluster the event into fat C/A jets with R = 1.8 and pT,j > 200 GeV. Provided
we find at least two fat jets we apply the HEPTopTagger2 with the kinematic requirement

|y
(t)
j | < 4. The recent significant update of the HEPTopTagger2 relies on two additional pieces

of information to achieve a significant improvement [20]. One of them is N -subjettiness [36], which
adds some sensitivity to the color structure of the event. The other is the optimalR mode, which
based on a constant fat jet mass reduces the size of the fat jet [37] to the point where the fat jet
stops containing all hard top decay subjets. This minimal size can also be computed based on
the transverse momentum of the fat jet. Since the signal and all considered backgrounds include a
hadronic top quark, changing the top tagging parameters results only in an overall scaling factor.
In this analysis we do not cut on the di↵erence between the expected and the found optimal radius
because the initial fat jet size is already chosen to fit the expected transverse momenta. To have a
handle on the QCD multi-jet background, we place a mild cut on the filtered N -subjettiness ratio
⌧
3

/⌧
2

< 0.8 which can be tightened at the cost of signal e�ciency if desired. After identifying the
boosted top we remove the associated hadronic activity and apply a modified BDRS Higgs tagger

to fat C/A jet(s) with R = 1.2, |y(H)

j | < 2.5, and pT,j > 200 GeV. Our decomposition of the fat jet
into hard substructure includes a cuto↵ of m

sub

> 40 GeV for the relevant substructure and a mass
drop threshold of 0.9. The hard substructures are then paired in all possible ways and ordered by
their modified Jade distance,

J = pT,1pT,2(�R
12

)4 . (3)

The leading pairing we filter [21] including the three hardest substructures, to allow for hard gluon
radiation. For consistency we require a reconstructed transverse momentum above 200 GeV. Within
this Higgs candidate we ask for two b-tags, assuming a global tagging e�ciency of 50% and a mis-
tagging probability of 1% for all jets within |yj | < 2.5 and pT,j > 30 GeV. As we can see in the left
panel of Fig. 2, the tt̄+jets and tt̄bb̄ backgrounds are of similar size at this stage. Moreover, the
analysis sculpts the backgrounds towards mbb ⇠ 100 GeV.

• Leading backgrounds to be simulated are t tb̄b,̄ t tZ̄, t t+̄jets	


• Simulated semileptonic top decay, Higgs and Z decay to bb	


• Require:	


• One isolated lepton, |yl|<2.5, pT(l)>15GeV	


• Two fat jets (C/A, R=1.8, pT>200GeV)	


• One HepTopTagged jet	


• One BDRS Higgs Tagged jet, with 2 b-tags inside	


• An extra b-tag in the “rest” of the event (to suppress tt+jets)More and Better Fat Jets for a Light Higgs 7
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Figure 5. Left: Reconstructed mbb for the leading-J substructures in the fat Higgs jet. We
require two b-tags inside the fat Higgs jet and a continuum b-tag. Unlike in Fig. 2 we apply an N -
subjettiness cut and use an optimalR version of the BDRS tagger. Right: Double-peak fit assuming
perfect continuum background subtraction. The event numbers are scaled to L = 20 ab�1.

4. Outlook

The top Yukawa coupling is one of two key parameter required for the understanding of the Higgs
potential, and it is a crucial ingredient to the measurement of the Higgs self-coupling. At the LHC
its determination will be limited to around �yt/yt ⇡ 10% because of statistical as well as theoretical
uncertainties [8]. At a 100 TeV hadron collider the increased statistics will significantly improve
this measurement.

An obvious way to precisely measure the top Yukawa coupling would be tt̄H production with
a decay H ! ��. It might reach a precision below the per-cent level. However, its performance will
likely be limited by systematics and theory, and the translation of the rate measurement into the
top Yukawa coupling will be non-trivial.

Alternatively, we propose to measure the top Yukawa coupling using the decay H ! bb̄ in the
boosted phase space regime. Our simple analysis strategy [5] relies on a trigger lepton and two fat
jets, one from the hadronic Higgs decay and one from the hadronic top decay. The mbb distribution
will show a clear peak from the Higgs signal as well as a similarly large peak from the Z background.
The continuum side band and the second peak o↵er two ways to control the backgrounds as well
as the translation of the tt̄ bb̄ rate into a measurement of the Yukawa coupling. We find that a
measurement of the top Yukawa coupling to around 1% should be feasible at 100 TeV collider
energy with an integrated luminosity of 20 ab�1. This is an order of magnitude improvement over
the expected LHC reach, with significantly improved control over the critical uncertainties.
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Signal extraction

• Subtract the background by interpolating 
the two sidebands regions mbb ∈ [0,60] 
GeV U [160, 300] GeV	



• In the signal region (mbb ∈ [104,136] GeV) 
one expects 44700 signal events, with S/B 
~0.33 (at 20ab-1)	



• Assuming perfect background subtraction, 
the stat. error on signal is NS=0.013NS 	



• NH/NZ=2.80±0.03, with systematic and 
theoretical uncertainties cancelling in the 
ratio 
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Figure 5. Left: Reconstructed mbb for the leading-J substructures in the fat Higgs jet. We
require two b-tags inside the fat Higgs jet and a continuum b-tag. Unlike in Fig. 2 we apply an N -
subjettiness cut and use an optimalR version of the BDRS tagger. Right: Double-peak fit assuming
perfect continuum background subtraction. The event numbers are scaled to L = 20 ab�1.

4. Outlook

The top Yukawa coupling is one of two key parameter required for the understanding of the Higgs
potential, and it is a crucial ingredient to the measurement of the Higgs self-coupling. At the LHC
its determination will be limited to around �yt/yt ⇡ 10% because of statistical as well as theoretical
uncertainties [8]. At a 100 TeV hadron collider the increased statistics will significantly improve
this measurement.

An obvious way to precisely measure the top Yukawa coupling would be tt̄H production with
a decay H ! ��. It might reach a precision below the per-cent level. However, its performance will
likely be limited by systematics and theory, and the translation of the rate measurement into the
top Yukawa coupling will be non-trivial.

Alternatively, we propose to measure the top Yukawa coupling using the decay H ! bb̄ in the
boosted phase space regime. Our simple analysis strategy [5] relies on a trigger lepton and two fat
jets, one from the hadronic Higgs decay and one from the hadronic top decay. The mbb distribution
will show a clear peak from the Higgs signal as well as a similarly large peak from the Z background.
The continuum side band and the second peak o↵er two ways to control the backgrounds as well
as the translation of the tt̄ bb̄ rate into a measurement of the Yukawa coupling. We find that a
measurement of the top Yukawa coupling to around 1% should be feasible at 100 TeV collider
energy with an integrated luminosity of 20 ab�1. This is an order of magnitude improvement over
the expected LHC reach, with significantly improved control over the critical uncertainties.
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Exploring top properties #3:	


Top asymmetry and polarisation in t tW̄	



Maltoni, Mangano, Tsinikos, MZ, arXiv:1406.3262

• Top asymmetry and polarisation can provide useful (indirect) 
informations on the nature of new physics  	



• A measurement of the top asymmetry does not seem feasible at 
the FCC, because t t ̄is essentially produced via gg only	



• t tW̄ production can be an alternative	


• qq ̄induced at LO, has a rather large asymmetry at NLO	


• Attt=0.45,  AtttW=2.24 @LHC RunII	


• Attt=0.12,  AtttW=1.85 @FCC	



• Top quarks are highly polarised

16
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Polarised top production	



17
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• The radiation of a W boson from the initial line has the effect of 
polarising the light quarks for details see Parke, Shadmi, hep-ph:9606419	



• t tW̄ is totally analogous to polarised qq→̄t t ̄scattering	


• t t ̄pair is highly polarised (↑↓ dominates at threshold)	


• The top decay products are asymmetric already at LO  

(spin-correlations have to be preserved in the simulation)

qL

q̄R

t

t̄

b

b̄

W+

W�

l+

⌫l

l�

⌫̄l

symmetric but 
polarised at LO 	


(mostly t t=̄⇅)

asymmetric 
already at LO!



Marco Zaro, 09-09-2015

Decay product asymmetries and prospects 
for LHC and FCC measurements

• Expected sensitivity on asymmetries (optimistic estimate)

18

8 TeV 13 TeV 14 TeV 33 TeV 100 TeV

tt̄
�(pb) 198+15%

�14% 661+15%
�13% 786+14%

�13% 4630+12%
�11% 30700+13%

�13%

At
c(%) 0.72+0.14

�0.09 0.45+0.09
�0.06 0.43+0.08

�0.05 0.26+0.04
�0.03 0.12+0.03

�0.02

tt̄W±

�(fb) 210+11%
�11% 587+13%

�12% 678+14%
�12% 3220+17%

�13% 19000+20%
�17%

At
c(%) 2.37+0.56

�0.38 2.24+0.43
�0.32 2.23+0.43

�0.33 1.95+0.28
�0.23 1.85+0.21

�0.17

Ab
c(%) 8.50+0.15

�0.10 7.54+0.19
�0.17 7.50+0.24

�0.22 5.37+0.22
�0.30 3.36+0.15

�0.19

Ae
c(%) �14.83�0.65

+0.95 �13.16�0.81
+1.12 �12.84�0.81

+1.11 �9.21�0.87
+1.05 �4.94�0.63

+0.72

Table 6: NLO+PS cross sections for t¯t and t¯tW± and corresponding asymmetries at several cms energies. The quoted uncertainties are
estimated with scale variations.

8 TeV 13 TeV 14 TeV 33 TeV 100 TeV

tt̄W+, (qg, q̄g) (%) 7.5 15 17 33 51

Table 7: Contribution of the qg parton subprocess at NLO for the t¯tW+ process for µf = µr = 2mt.

• 14 TeV (L = 3000 fb�1):

�relA
t
c = 14%, �relA

b
c = 4%, �relA

`
c = 2%

• 100 TeV (L = 3000 fb�1):

�relA
t
c = 3%, �relA

b
c = 2%, �relA

`
c = 1%

where �relA = �A/A is the relative precision on the asym-
metries. While a realistic experimental analysis will cer-
tainly degrade this optimal precision, these numbers show
the great potential of this observable.

We remark that the larger sensitivity of Ab,`
c compared

to A

t
c follows from the larger value of the former com-

pared to the latter. The sensitivity to the purely QCD
component of Ab,`

c , however, is comparable to the sensitiv-
ity of At

c. For example, at 100 TeV �relA
`
c = 1% implies

�A

`
c ⇠ 0.0005, which is about 3% of its QCD component,

a precision consistent with what we quote for A

t
c.

In conclusion, the main motivation of our work has
been the observation that the top quark charge asymme-
try in pp ! t

¯

tW

± at the LHC is larger than that of in-
clusive t

¯

t, being of a few percents. In addition, the lep-
ton and b asymmetries are very large and already present
at the leading order due to the polarization of the initial
fermionic line by the W

± emission. As a simple applica-
tion, we have shown how the existence of an axigluon that
could describe the Tevatron measurements of the forward-
backward asymmetry would impact pp ! t

¯

tW

± and dis-
cussed the prospects in LHC Run II, HL-LHC and at fu-
ture colliders.

The t

¯

tW

± final state will not replace the use of the
t

¯

t asymmetry, particularly while the total integrated lu-
minosity of the LHC is still below the O(100 fb�1). In
the long term, however, it will provide a powerful probe,
complementary to the t

¯

t asymmetry, and uniquely sensi-
tive to the chiral nature of possible new physics that were

to manifest itself in these measurements.
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Appendix A. qLq̄R ! tt̄ vs qq̄ ! tt̄W±

We first review the main features of polarized qLq̄R !
t

¯

t scattering, on the same lines as e

�
Le

+
R ! t

¯

t is discussed
in Ref. [51]. In the beam line basis, i.e., when the polar-
ization axis of the top is the light antiquark direction in
the top rest frame, the polarized differential cross sections
d�tpol,t̄pol for an initial state qL q̄R pair read
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ttW̄: δA/A t b e/μ
8TeV 40fb 209% 58% 33%

14TeV 300fb 45% 13% 8%
14TeV 3ab 14% 4% 2%
100TeV 3ab 3% 2% 1%
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t t ̄+ vector bosons:	


A quick update

• NLO Electroweak corrections to t tH̄/Z/W recently computed in 
Frixione, Hirschi, Pagani, Shao, MZ, arXiv:1504.03446	



• Rather small at 100 TeV	


• 2% t tH̄, 5% t tZ̄, 10%t tW̄	



• Can be important in boosted or very boosted  
scenarios, and in tails of distributions	



• All t t+̄V, t t+̄VV, t tt̄ t ̄processes studied and simulated  
at NLO+PS accuracy in Maltoni, Tsinikos, Pagani, arXiv:1507.05640
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Figure 4: Same as in fig. 2, for tt̄Z production.
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Conclusions

• Top quark physics will be one of the key topics at the 
FCC	



• New techniques are being developed to improve tagging 
capability at large pT	



• The huge amount of top quarks will allow us to 
measure top properties with incredible precision	



• Much more to come!
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Backup:	


substructure observables

• N-subjettines: 	


• 1, N are the candidate subjets	


• It is ~0 if there are N jets or less	


• It is >> 0 if there are at least N+1 subjets	


• Ratio of τN+1/τN ~ 0 when there are N+1 subjets 	



• Energy correlation functions (ECFs):	


!

• N+1 ECF goes to 0 if there are only N subjets	


• The dimensionless ratio  

ECF(N+1)ECF(N-1) / ECF(N)2  

goes to 0 if there are N subjets  

21

chain. Jets are clustered with FastJet 3.0.6 [67] using the anti-kT algorithm and WTA

recombination scheme. We identify the jet in the event with the largest pT that lies in the

appropriate bin. We plot results corresponding to three di↵erent jet mass definitions: the

track jet mass measured on jets with fixed jet radius R = 1.0, the track jet mass measured

on jets with radius that scales with pT as described earlier, and the rescaled track jet mass

defined in Eq. (2.6). Both bare track jet masses are, as expected, systematically smaller

than the true top quark mass. As the jet pT increases from a few TeV to over 10 TeV,

the track mass as measured on fixed-radius jets significantly drifts to higher values, due to

the increased contamination from ISR/FSR. On the other hand, the rescaled track mass

measured on the scaled-radius jet peaks around the top quark mass, independent of the jet

pT bin.

While the measurement of the jet mass is certainly a key observable to successfully

identify a boosted top quark, it has to be kept in mind that large masses can also be

generated by perturbative soft and collinear emissions in a QCD jet initiated by light

quarks or gluons at high transverse momentum. In the collinear approximation, the average

squared QCD jet mass is [68, 69]

hm2i ' ai
↵s

⇡
p2TR2 , (2.7)

where ai is a constant that depends on the jet algorithm and is proportional to the colour

of the initiating parton. While this provides a rule-of-thumb for the location of the peak,

the QCD jet mass distribution is very wide. Nevertheless, at su�ciently high pT with a

fixed jet radius, QCD jets can have masses comparable to and even exceeding that of the

top quark. This approximately occurs when

m2

top

. ai
↵s

⇡
p2TR2 , (2.8)

or when pT & 600 GeV, assuming R ' ai/⇡ ' 1. Using our scaled jet radius procedure,

the mass of QCD jets is instead modified to

hm2i ' ai
↵s

⇡
C2m2

top

, (2.9)

independent of the jet pT , but comparable to the mass of the top quark. Therefore a

mass cut is not su�cient to e�ciently reduce QCD backgrounds, and observables that are

independent of the jet mass must be used.

Particularly sensitive observables for boosted top quark identification are those that

measure the prongy-ness of the jet. QCD jets dominantly consist of a single hard core of

radiation, while hadronically decaying top quark jets typically have a 3-prong substructure.

Several such observables have been proposed and studied [3–5]. In this work we employ

the N -subjettiness observables ⌧
(�)
N and the n-point energy correlation functions e

(�)
n . The

N -subjettiness observables ⌧
(�)
N are defined as

⌧
(�)
N =

X

i2J
pT imin

n

R�
i1, . . . , R

�
iN

o

, (2.10)
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arXiv:1011.2268 & 1108.2701angular exponent �. This function is well-defined in any number of space-time dimensions

as well as for systems that do not have zero total momentum. Note that it is infrared and

collinear (IRC) safe for all � > 0. Moreover, ECF(N,�) goes to zero in all possible soft and

collinear limits of N partons.

As written, Eq. (2.1) is most appropriate for e+e� colliders where energies and angles

are the usual experimental observables. For hadron colliders, it is more natural to define

ECF(N,�) as a transverse momentum correlation function:3

ECF(N,�) =
X

i1<i2<...<iN2J

 

N

Y

a=1

p
T

ia

! 

N�1

Y

b=1

N

Y

c=b+1

R
ibic

!

�

, (2.2)

where R
ij

is the Euclidean distance between i and j in the rapidity-azimuth angle plane,

R2

ij

= (y
i

� y
j

)2 + (�
i

� �
j

)2, with y
i

= 1

2

ln Ei+pzi
Ei�pzi

. In this paper, we will only consider up to

4-point correlation functions:

ECF(0,�) = 1, (2.3)

ECF(1,�) =
X

i2J
p
T

i

, (2.4)

ECF(2,�) =
X

i<j2J
p
T

i

p
T

j

(R
ij

)� , (2.5)

ECF(3,�) =
X

i<j<k2J
p
T

i

p
T

j

p
T

k

(R
ij

R
ik

R
jk

)� , (2.6)

ECF(4,�) =
X

i<j<k<`2J
p
T

i

p
T

j

p
T

k

p
T

`

(R
ij

R
ik

R
i`

R
jk

R
j`

R
k`

)� . (2.7)

If a jet has fewer than N constituents then ECF(N,�) = 0. Note that the computational

cost for ECF(N,�) with k particles scales like kN/N !.

From the ECF(N,�), we would like to define a dimensionless observable that can be

used to determine if a system has N subjets. The key observation is that the (N + 1)-

point correlators go to zero if there are only N particles. More generally, if a system has N

subjets, then ECF(N + 1,�) should be significantly smaller than ECF(N,�). One potentially

interesting ratio is

r
(�)

N

⌘ ECF(N + 1,�)

ECF(N,�)
, (2.8)

which behaves much like N -subjettiness ⌧
N

in that for a system of N partons plus soft

radiation, the observable is linear in the energy of the soft radiation.4 Of course, this is but

one choice for an interesting combination of the energy correlation functions, and one can

imagine using the whole set of energy correlation functions in a multivariate analysis.

3We will continue to use the notation ECF, though we will mainly use the transverse momentum version

in this paper.
4Unlike N -subjettiness, this ratio scales like �1�N� under transverse Lorentz boosts �, which is somewhat

undesirable when considering systems with several subjets.
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