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Dark Matter after LHC Run I: Clues to Unification

Keith A. Olive1,a

1William I. Fine Theoretical Physics Institute, School of Physics and Astronomy,
University of Minnesota, Minneapolis, MN 55455, USA

Abstract. After the results of Run I, can we still ‘guarantee’ the discovery of supersym-
metry at the LHC? It is shown that viable dark matter models in CMSSM-like models tend
to lie in strips (co-annihilation, funnel, focus point). The role of grand unification in con-
structing supersymmetric models is discussed and it is argued that non-supersymmetric
GUTs such as SO(10) may provide solutions to many of the standard problems addressed
by supersymmetry.

1 Introduction

Among the motivations for supersymmetry is the theory’s ability to provide gauge coupling unification
[1] and address the gauge hierarchy problem [2]. It is well known that the additional fields predicted
in minimal supersymmetric standard model (MSSM), if present at low energy, alter the running of the
gauge couplings as shown in Figure 1. In order to ensure that the proton is long-lived, it is common
to impose R-parity defined in terms of baryon number, lepton number and spin as (−1)3B+L+2s. R-
parity limits the models to include only those interactions which are direct supersymmetric analogues
of Standard Model (SM) processes. As an additional consequence, supersymmetric models with R-
parity predict the existence of a stable particle which can be a dark matter candidate [3].

Many models of supersymmetry breaking (such as gravity mediation [4]) predict universalities
among the supersymmetry breaking parameters. For example, at some high energy input scale (usu-
ally taken to be the GUT scale), all gaugino masses take a common value, m1/2, all scalar masses,
m0, and all trilinear mass terms, A0. These three parameters, together with the ratio of the two Higgs
expectation values, tan β, defines the constrained MSSM (CMSSM). In the CMSSM, one uses the
conditions derived by the minimization of the Higgs potential after radiative electroweak symmetry
breaking to solve for the Higgs mixing mass, µ and the bilinear mass term B0 (or equivalently µ and
the Higgs pseudoscalar mass, mA) for fixed tan β.

As discussed later, non-supersymmetric SO(10) models can also naturally account for the presence
of a dark matter candidate. If symmetry breaking to the SM occurs through an intermediate scale
gauge group. The gauge couplings may be deflected at the intermediate scale and hence allow for
gauge coupling unification as shown in Fig. 2 [5]. If the intermediate scale is broken via a 126
dimensional representation of SO(10), a Z2 discrete symmetry (similar to R-parity) is preserved thus
allowing for the existence of a stable dark matter candidate.

ae-mail: olive@umn.edu
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Figure 1. Running of the gauge couplings in the standard model (left) and in the MSSM (right). αi = g2
i /4π for

each of the gauge couplings associated with SU(3)c, SU(2)L, and U(1)Y . Unification of the couplings becomes
possible in the MSSM.
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Figure 2. Running of the gauge couplings in a SO(10) model broken to SU(4) × SU(2)L×U(1)R at the unification
scale, MGUT = 1.3 × 1015 GeV, which is subsequently broken to the Standard model at an intermediate scale
Mint = 7.8 × 1012 GeV.

2 Pre-Run I

Before Run I at the LHC, there was much anticipation for the possibility of discovering supersym-
metry as supersymmetric models such as the CMSSM provided definite improvements to low energy
precision phenomenology and were well within the range of the LHC. The left panel of Fig. 3 shows
the results of mastercode [6] - a frequentist Markov Chain Monte Carlo analysis of low energy ex-
perimental observables in the context of supersymmetry. At each point sampled in the CMSSM,
mastercode computes a set of observables and compares that to experiment, thus establishing a χ2

likelihood function across the parameter space. The figure shows the color coded values of ∆χ2 rela-
tive to the best fit point shown by the white dot at low m1/2 and low m0. Marginalization over A0 and
tan βwas performed to produce this (m0,m1/2) plane. The best-fit CMSSM point lies at m0 = 60 GeV,
m1/2 = 310 GeV, A0 = 130 GeV, tan β = 11 with mh = 114.2 GeV. This was a pre-LHC prediction
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Figure 3. The ∆χ2 functions in the (m0,m1/2) planes for the CMSSM from a mastercode frequentist analysis. The
pre-LHC result is shown in the left panel [6]. Red and blue contours correspond to 68% and 95% CL contours and
the best fit point is depicted by a white dot. The post-LHC result is shown in the right panel [7] using 8 TeV data
at 20 fb−1. Here the best fit point is shown by the filled star. The color of the shaded region indicates the dominant
annihilation mechanism for obtained the correct relic density: stau coannihilation-pink; A/H funnel-blue; focus
point-cyan; and a hybrid region of stau coannihilation and funnel-purple. The solid and dashed purple curves
show the run I reach and the expected run II reach at 14 TeV at 3000 fb−1 respectively. The latter corresponds
approximately to the 95% CL exclusion sensitivity with 300/fb at 14 TeV.

and used no LHC data. The low energy observables used included (gµ − 2), MW , B → τν, b → sγ, the
LEP limit on the Higgs mass, forward-backward asymmetries among others (for a full list of observ-
ables used see [6]). The relatively low value of mh was a common prediction of MSSM models [8].
A dedicated scan for the distribution of Higgs masses in the CMSSM was made in [9]. It was found
that when all phenomenological constraints (with or without (gµ−2)) are included, all models yielded
mh ≤ 128 GeV. When (gµ − 2) is included, only models with mh < 126 GeV were found. Note that
the scan sampled scalar and gaugino masses only out to 2 TeV.

There was equal optimism for discovering supersymmetric dark matter in direct detection experi-
ments. The left panel of Fig. 4 displays the pre-LHC preferred range of the spin-independent DM scat-
tering cross section σSI

p (calculated here assuming an optimistic π-N scattering term ΣN = 64 MeV)
as a function of mχ [6]. The expected range of σSI

p lied just below the then present experimental upper
limits (solid lines) [10, 11]. As one can see from the successive lower upper limits from later exper-
iments [12–14] shown by the bands, the pre-LHC values for the elastic scattering cross section was
well within reach of current experiments.

3 Post Run I

After run I at the LHC, the prospects for discovering supersymmetry looked very different. In the
right panel of Fig. 3, the post-Run I likelihood contours in the (m0,m1/2) plane [7] are shown using 8
TeV results at 20 fb−1 [18]. The best fit point based on the 8 TeV data is shown by the filled star at
(420,970) GeV with A0 = 3000 GeV and tan β = 14, though the likelihood function is quite flat and
the exact position of the best point is not very well defined.

The right panel of Fig. 4 shows that there is still hope for direct detection experiments though the
new best fit point implies a cross section of ∼ 10−47 cm2, nearly two orders of magnitude below the
current upper bound. The likelihood function, however, is rather flat between 10−47 cm2 ! σSI

p !
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Figure 4. (left) The pre-LHC prediction for the spin-independent DM scattering cross section, σSI
p , versus mχ in

the CMSSM [6]. The solid lines are the pre-LHC experimental upper limits from CDMS [10] and XENON10[11],
while the bands are the more recent limits from XENON100 [12, 13] and LUX [14]. (right) The post-run I
likelihood contours for σSI

p [7]. Shading within the likelihood contours is the same as in Fig. 3, though here
we also see a region where chargino coannihilations are dominant (green). The green and black lines show the
sensitivities of the XENON100 [13] and LUX [14] experiments, respectively, and the solid purple lines show
the projected 95% exclusion sensitivity of the LUX-Zeplin (LZ) experiment [15]. The dashed orange line shows
the astrophysical neutrino ‘floor’ [16, 17], below which astrophysical neutrino backgrounds dominate (yellow
region).

10−45 cm2. Note that in this case, a lower value of ΣπN = 50 ± 7 MeV was used. In addition to the
90% CL upper limits on σSI

p given by the XENON100 and LUX experiments [13, 14], the expected
reach from LZ [15] is also displayed. The level of the atmospheric neutrino background [16, 17] is
shown by the shaded region at small cross sections.

As a result of the constraints imposed by the LHC searches, parameter regions compatible with
the Planck determination of the relic density, are largely found in ‘strips’ of the parameter space, due
to necessary relations in the sparticle mass spectrum. For parameters where the stau and LSP are
nearly degenerate, we obtain the stau co-annihilation strip [19], or when the stop and LSP are nearly
degenerate at large A0/m0, we find a stop co-annihilation strip [20]. At large tan β, the funnel strips
[21] appear when 2mχ ≃ mH,A, where mH,A are the masses of the heavy Higgs scalar and pseudo-
scalar. Finally, there is also the possibility of a focus point region [22], where the value of the µ term
becomes relatively small near the edge of where radiative electroweak symmetry breaking is possible.

An example showing the stau and stop coannihilation strips is found in left panel of Fig. 5 which
shows the (m0,m1/2) plane for fixed tan β = 20 and A0 = 2.3m0 [20]. In the dark red shaded region at
small m0, the lighter stau is the LSP and that region is excluded. Along the border of that region, the
stau and lightest neutralino are degenerate. The stau coannihilation strip tracks that boundary up to
roughly m1/2 = 1 TeV and is shown as a barely visible blue shaded strip. Along the strip, the Higgs
mass (shown by the red dot dashed curves) does not exceed 124 GeV. The stop coannihilation strip is
also seen in the left panel of Fig. 5. The stop strip corresponds to the thin blue line which tracks the
dark red wedge in the lower right of the panel. This strip extends past m0 = 10 TeV. The current and
future reach of the LHC is shown by the solid black, blue, green and purple lines which are particle
exclusion reaches for /ET searches with 20/fb at 8 TeV, 300 and 3000/fb at 14 TeV, and 3000/fb at a
prospective HE-LHC at 33 TeV, respectively [20]. Unlike the stau strip, it is unlikely that the entire
strip will be fully probed as it is seen to extend beyond the reach of a future 33 TeV LHC upgrade.
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Figure 5. (left) The (m0,m1/2) plane for fixed tan β = 20 and A0 = 2.3m0 in the CMSSM. (right) The (m1/2,m0)
plane for fixed tan β = 4, µ = 1050 GeV, and A0 = 2.3m0. The dark red shaded regions are excluded because of
a charged LSP and/or a tachyon, and the green region are excluded by b → sγ decay. In the dark blue strips and
region (in the right panel) the relic LSP density lies within the range allowed by cosmology, and the dashed red
lines are contours of mh. The solid black, blue, green and purple lines in each panel are particle exclusion reaches
for /ET searches with the LHC at 8 TeV, 300 and 3000/fb with LHC at 14 TeV, and 3000/fb with HE-LHC at
33 TeV, respectively. The solid black curves in the right panel correspond to contours of constant proton lifetime
in units of 1035 yrs.

If one goes beyond the CMSSM, dark matter regions are no longer confined to strips as seen in
the right panel of Fig. 5 which shows the (m1/2,m0) plane for fixed tan β = 4, µ = 1050 GeV, and
A0 = 2.3m0 [23]. Here, the two Higgs soft masses are no longer constrained to equal the sfermion
masses, m0, though they are constrained to equal each other, thus creating a one-parameter extension
of the CMSSM, known as NUHM1 [24]. In this model, one may choose µ as the free parameter in
lieu of the Higgs soft masses. Here, we see a large region where relic density is in agreement with
Planck. The LSP is bino-like to the left of the blue region and the relic density is too high except
for the extremely thin strips along the stop (higher m0) and stau (lower m0) LSP areas. In this case,
since µ is fixed, as the gaugino mass is increased, the LSP becomes more Higgsino-like, however
asymptotically, at large m1/2, the Higgsino mass tends toward ≃ 1.1 TeV where Higgsinos provide
the correct dark matter density (this is of course tied to the choice of µ = 1050 GeV) [25]. Indeed,
this region would extend infinitely far to the right. As one can see, there is a significant area where
the Higgsino provides the correct relic density with an acceptable Higgs mass. Also shown in this
panel are contours of constant proton lifetime (in units of 1035 yrs) assuming a minimal SU(5) GUT
[23]. The experimental limit would exclude points to the left of the curve labelled 0.05 or require a
non-minimal GUT for which the calculated lifetime satisfies the bound.

4 SO(10) GUT Dark Matter

In addition to gauge coupling unification, the stability of the gauge hierarchy, and the presence of
a dark matter candidate as noted earlier, supersymmetry is often motivated by the stability of the
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electroweak vacuum [26] and radiative electroweak symmetry breaking [27] . With the exception of
the hierarchy problem, non-supersymmetric SO(10) GUT [28, 29] models may contain equivalences
of all of these desirable features. As discussed above, in models with an intermediate scale between
the electroweak scale and the GUT scale, gauge coupling unification becomes possible [29, 30] when
the intermediate scale is determined by the unification conditions given a field content below the GUT
scale as seen in Fig. 2.

To construct an SO(10) dark matter model, we should first pick an intermediate scale gauge group
and a representation for the Higgs field, R1 which breaks SO(10). For example, to obtain S U(4)C ⊗
S U(2)L ⊗ S U(2)R, we should take R1 = 210. If the intermediate scale is broken by a Higgs in a 126
representation, a residual Z2 discrete symmetry survives enabling the possibility of a stable dark matter
candidate [5, 31–33]. Furthermore, in models with gauge coupling unification and a stable dark matter
candidate, it is also possible to stabilize the electroweak vacuum while at the same time radiatively
break the electroweak symmetry [34]. The coupling of the 126 to SM matter fields embedded in a
16 representation of SO(10) naturally gives rise to a majorana mass mass to the νR component of the
16 of order ⟨126⟩ ∼ Mint which when combined with the Dirac mass arising from the vev of the SM
Higgs (now residing in a 10-plet of SO(10)) gives rise to the seesaw mechanism for light neutrino
masses [35].

The dark matter in SO(10) models may be either fermionic or bosonic. A fermionic DM candidate
should be parity even and belong to a 10, 45, 54, 120, 126, 210 or 210′ representation, while scalar
DM is parity odd and belongs to a 16 or 144 representation.

5 Summary
It is becoming apparent that recent LHC searches for supersymmetry have pushed CMSSM into cor-
ners of the parameter space which rely on the near degeneracy between the LSP and the next lightest
superpartner, thus allowing coannihilations to reign in the relic density. While the stau coannihila-
tion strip is nearly ruled out by LHC searches, possibilities remain for the stop strip and if there are
non-universal gaugino masses, gluino coannihilation. It is also possible that m0 is large near the focus
point strip so that the LSP is mostly Higgsino-like. There are several variants of the CMSSM which
still permit neutralino dark matter. These include models with non-universal Higgs scalar masses
(NUHM), models where the input universality scale is below the GUT scale (subGUT models), or
pure gravity mediated models with either wino or Higgsino dark matter.

While supersymmetry has many motivations beyond dark matter, with the exception of the hier-
archy problem, almost of these motivating factors can be resolved in non-supersymmetric versions of
SO(10) grand unification. The real challenge lies in the detection of dark matter and our ability to
discriminate between the various models.
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Abstract. A brief review of supersymmetric models and their candidates for dark matter
is carried out. The neutralino is a WIMP candidate in the MSSM where R-parity is
conserved, but this model has the µ problem. There are natural solutions to this problem
that necessarily introduce new structure beyond the MSSM, including new candidates for
dark matter. In particular, in an extension of the NMSSM, the right-handed sneutrino can
be used for this job. In R-parity violating models such as the µνSSM, the gravitino can be
the dark matter, and could be detected by its decay products in gamma-ray experiments.

1 Introduction

The Higgs particle in the standard model is intriguing, being the only elementary scalar in the spec-
trum, and introducing the hierarchy problem in the theory. In supersymmetry (SUSY), the presence of
the Higgs is more natural: scalar particles exist by construction, the hierarchy problem can be solved,
and the models predict that the Higgs mass must be <∼ 140 GeV if perturbativity of the relevant cou-
plings up to high-energy scales is imposed. In a sense, the latter has been confirmed by the detection
of a scalar particle with a mass of about 125 GeV. However, in SUSY at least two Higgs doublets
are necessary, and as a consequence new neutral and charged scalars should be detected in the future
to confirm the theory. Not only that, as is well known, the spectrum of elementary particles is in
fact doubled with masses of about 1 TeV, and therefore even the simplest SUSY model, the Minimal
Supersymmetric Standard Model (MSSM, see Ref. [1] for a review), predicts a rich phenomenology,
including interesting candidates for dark matter (DM) such as the neutralino and sneutrino in R-parity
conserving (Rp) models and the gravitino in R parity violating (Rp/ ) models. However, the LHC started
operations several years ago and, with Run 1 already finished, SUSY has not been discovered yet. Be-
cause of this, it has been raised the question of whether SUSY is still alive. In our opinion the answer
is yes, and we think that there are several arguments in favor of it:
• The lower bounds on SUSY particle (sparticle) masses are smaller or about 1 TeV, depending

on the sparticle analyzed. Thus SUSY masses are still reasonable, and in that sense we can remember
that the Higgs particle was discovered with a mass close to its (SUSY) perturbative upper bound.
• Because of the complicated parameter space of SUSY, experimentalists use in their analyses

simplified models that do not cover the full MSSM. For example, branching-ratio variations are not
considered in much detail, and other assumptions are also made.
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• Run 2 is going on, and for the moment with a low luminosity of about 20 fb−1. Therefore, to (be
prepared) wait for results with higher luminosity seems to be a sensible strategy, since 100 fb−1 are
expected for the end of Run 2.
• Most searches at the LHC assume Rp, with the lightest supersymmetric particle (LSP) stable,

requiring therefore missing energy in the final state to claim for detection. However, in the case of
Rp/ , sparticles can decay to standard model particles, and the bounds on their masses become weaker.

Nevertheless, despite all these arguments in favour of SUSY, it is honest to recognize that it has
its own theoretical problems in the low-energy formulation. By construction, the MSSM produces
too fast proton decay. In particular, the simultaneous presence of the couplings λ′i jk Li Q j dc

k and
λ′′i jk uc

i dc
j dc

k violating lepton (L) and baryon (B) number respectively, as well as Rp, would produce
this effect. The usual assumption in the literature of invoking Rp to avoid the problem, forbidding
all Rp/ couplings, is perhaps too stringent, since forbidding only one of the above couplings would
have been sufficient. We will come back to this point in Section 4. So, once eliminated (all) B and L
number violating operators, we are left with the superpotential of the MSSM:

W = Ye
i j Ĥd L̂i êc

j + Yd
i j Ĥd Q̂i d̂c

j − Yu
i j Ĥu Q̂i ûc

j + µ ĤuĤd , (1)

where i, j = 1, 2, 3 are family indexes, and our convention for the contraction of two S U(2) doublets
is e.g. Ĥu Ĥd ≡ ϵabĤa

u Ĥb
d , with ϵab the totally antisymmetric tensor ϵ12 = 1.

In superpotential (1), the µ term is necessary e.g. to generate Higgsino masses, given the current
experimental lower bound of about 100 GeV on chargino masses. Here we find another problem of
SUSY models, the so-called µ problem [2]. In the presence of a high-energy theory like a grand
unified theory (GUT) or a string theory, with a typical scale of the order of 1016 GeV or larger, and/or
a gravitational theory at the Planck scale, one should be able to explain how to obtain a SUSY mass
parameter in the superpotential of the order of the electroweak (EW) scale. The MSSM does not solve
the µ problem. One takes for granted that the µ term is there, of the order of the EW scale, and that’s
it. In this sense, the MSSM is a kind of effective theory. Nevertheless, there are natural solutions to
this problem that necessarily introduce new structure beyond the MSSM at low energies. Several of
these solutions, and the associated SUSY models, will be discussed below.

The work is organized as follows. In Section 2, we will briefly review the popular neutralino
DM in the MSSM. We will also see that the left-handed sneutrino is excluded as candidate for DM
from experimental constraints. In Section 3, the Next-to-Minimal Supersymmetric Standard Model
(NMSSM, see Ref. [3] for a review) is introduced as a solution to the µ problem, and neutralino
DM discussed. In an extension of the NMSSM, we will also see that right-handed sneutrino DM
is possible. Finally, in Section 4 we will argue that models with Rp/ are viable, solving also the µ
problem. In particular, the ‘µ from ν’ Supersymmetric Standard Model (µνSSM [4, 5], see Refs. [6, 7]
for reviews), solves the µ-problem through the presence of right-handed neutrino superfields, while
simultaneously explains the origin of neutrino masses, i.e. in addition it solves the ν problem. Let
us emphasize in this sense that in the MSSM, by construction, neutrinos are massless. Of course,
the typical sparticle candidates for DM, the neutralino or the right-handed sneutrino, have very short
lifetimes in Rp/ models, and can no longer be used as DM. Nevertheless, the gravitino can be the
DM, and we will discuss its feasibility in the µνSSM, as well as its possible detection in gamma-ray
satellite experiments such as the Fermi Large Area Telescope (LAT).

2 Neutralino DM in the MSSM

As mentioned in the Introduction, the MSSM superpotential in Eq. (1) conserves by construction Rp.
This is a discrete symmetry which assigns quantum number +1 for particles and -1 for sparticles.
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Figure 1. The (mχ̃0
1
, σSI

p ) plane in the pMSSM10. The green and black lines show the current sensitivities of
the XENON100 and LUX experiments, respectively. The solid purple line show the projected 95% exclusion
sensitivity of the LUX-Zeplin (LZ) experiment, and the dashed orange line show the astrophysical neutrino
‘floor’, below which astrophysical neutrino backgrounds dominate (yellow region). Figure from [10].

As a consequence, SUSY particles are produced or destroyed only in pairs, and the LSP has to be
stable. This implies that the LSP is a possible candidate for DM. In this sense, it is remarkable that
in many regions of the parameter space of the MSSM the LSP is the lightest neutralino, a physical
superposition of the Bino, and neutral Wino and Higgsinos:

χ̃o
1 = N11B̃0 + N12W̃0 + N13H̃0

d + N14H̃0
u . (2)

Since the neutralino is an electrically neutral particle, it avoids the problem of charged particles as
DM: they would bind to nuclei and would be excluded from unsuccessful searches for exotic heavy
isotopes (see e.g. Ref. [8] and references therein). Besides, the neutralino is a weakly interacting
massive particle (WIMP) and therefore is able to reproduce naturally the amount of relic density that
is observed in the Universe, ΩDMh2 ∼ 1. We can then conclude that, in the MSSM, the lightest
neutralino is a very good DM candidate (see Ref. [9] for a review).

The LHC could produce a neutralino with a mass of the order of the GeV-TeV. Such a production
and detection would be of course a great success, but not a complete test of the DM theory. Even if
we are able to measure the mass and interactions of the new particle, checking whether the amount
of relic density is correct, we would never be able to test if the candidate is stable on cosmological
scales. A complete confirmation can only arise from experiments where the DM particle is detected
as part of the galactic halo or extragalactic structures. This can come from direct and indirect DM
searches. Actually, there has been an impressive progress on this issue in recent years, with significant
improvements in the precision and sensitivity of experiments. The combination of LHC data with
those provided by direct and indirect searches can be a crucial tool for the identification of the DM.

The neutralino WIMP DM could be detected directly in underground laboratories through its
elastic interaction with nuclei inside detectors. In view of the LHC1 constraints on SUSY, Higgs data,
and flavour physics observables, in Fig. 1 the current constraints on the parameter space of neutralino
DM are shown for the phenomenological MSSM, in which 10 of the effective Lagrangian parameters
are treated as independent inputs specified at the EW scale (pMSSM10). Indirect DM searches of
WIMPs are carried out in neutrino and Cherenkov telescopes, and satellites, through the analysis
of the DM annihilation or decay products in the Sun, galactic center, galactic halo or extragalactic
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structures. Such products can be neutrinos, gamma rays and antimatter, and their non-observation put
constraints on neutralino DM as well (see Ref. [11] for a review).

2.1 Sneutrino DM in the MSSM?

We might wonder whether are there other candidates for DM in the MSSM. In principle, the left-
handed sneutrino fulfils the three interesting properties to become a DM candidate [12, 13]. It is a
neutral particle, it is stable when it becomes the LSP, and it is a WIMP. However, at the end of the day,
it turns out not to be viable for DM. Given its sizable coupling to the Z boson, left-handed sneutrinos
either annihilate too rapidly, resulting in a very small relic abundance, or give rise to a large scattering
cross section and are excluded by direct DM searches.

3 Is there life beyond MSSM/neutralino DM?
3.1 Neutralino DM in the NMSSM

The NMSSM provides an elegant solution to the µ problem of the MSSM via the introduction of a
singlet superfield Ŝ under the standard model gauge group. Substituting now the µ-term in (1) by

W = λ Ŝ ĤuĤd + k Ŝ Ŝ Ŝ , (3)

when the scalar component of the superfield Ŝ , denoted by S , acquires a vacuum expectation value
(VEV) of order the SUSY breaking scale, an effective interaction µĤ1Ĥ2 is generated through the first
term in (3), with µ ≡ λ⟨S ⟩. This effective coupling is naturally of order the EW scale if the SUSY
breaking scale is not too large compared with MW , as expected. In fact, in the NMSSM the EW scale
exclusively originates from the SUSY-breaking scale. The second term in (3) is allowed by the gauge
symmetry, and avoids, as the µ-term in the MSSM, the existence of a Goldstone boson.

Due to the presence of the superfield Ŝ , in addition to the MSSM fields, the NMSSM contains
an extra scalar and pseudoscalar in the Higgs sector, as well as an additional singlino/neutralino.
These new fields mix with the corresponding MSSM ones, giving rise to a richer and more complex
phenomenology. For example, the results concerning the possible detection of neutralino DM turn out
to be modified with respect to those of the MSSM in regions of the parameter space.

3.2 Sneutrino DM in an extended NMSSM

An interesting extension of the NMSSM can help to explain the origin of neutrino masses. Since ex-
periments induce us to introduce right-handed neutrino superfields, superpotential (3) can be extended
with [14]:

δW = Yν
i j Ĥu L̂i ν̂c

j + κi j Ŝ ν̂c
i ν̂

c
j . (4)

Majorana masses for right-handed neutrinos of the order of the EW scale are generated dynamically
through the VEV of the singlet S , Mν = κ⟨S ⟩. This is an example of a seesaw at the EW scale. Light
masses are then obtained with a value mν ≃ Y2

ν v
2
u/Mν, which implies Yukawa couplings Yν <∼ 10−6,

i.e. of the same order as the electron Yukawa.
As discussed above in the context of the MSSM, the left-handed sneutrino cannot be used as a

DM candidate. Actually, a purely right-handed sneutrino either in a natural way, because of its very
weak couplings with the rest of the matter implying a scattering cross section too small (supressed by
Yν), and a relic density too large. However, now, through its direct coupling to the singlet in (4), the
right-handed sneutrino can be not only a thermal relic DM, but also have a large enough scattering
cross section with nuclei as to be detected (see [15] and [16, 17], and references therein).
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4 Is there life beyond Rp/neutralino-sneutrino DM

As discussed in the Introduction, to impose Rp in SUSY models may be too stringent, since the Rp/
couplings which are harmless for proton decay would also be forbidden. A less drastic solution,
taking into account that the choice of Rp is ad hoc, is to use other ZN discrete symmetries to forbid
only λ′′i jk. This is the case e.g. of Z3 Baryon-parity [18] which also prohibits dimension-5 proton
decay operators, unlike Rp. In addition, this strategy seems reasonable if one expects all discrete
symmetries to arise from the breaking of gauge symmetries of the underlying unified theory, because
Baryon-parity and Rp are the only two generalized parities which are ‘discrete gauge’ anomaly free.
Actually, this can occur in string compactifications where the matter superfields can have several extra
U(1) charges broken spontaneously at high energy, and as a consequence residual ZN symmetries are
left in the low-energy theory. The same result can be obtained by the complementary mechanism
pointed out in Ref. [5], that stringy selection rules can naturally forbid the λ′′i jk couplings since matter
superfields are located in general in different sectors of the compact space.

The gravitino turns out to be an interesting candidate for DM in Rp/ models. It has an interaction
term in the supergravity Lagrangian with the photon and the photino. Since the photino and the
neutrinos are mixed in the neutral fermion mass matrix due to the Rp/ , the gravitino will be able to
decay into a photon and a neutrino. Nevertheless, this decay is suppressed both by the gravitational
interaction (the gravitino is a superWIMP) and by the small Rp/ coupling, making the gravitino lifetime
much longer than the age of the Universe [19]. Adjusting the reheating temperature one can also
reproduce the correct relic density.

4.1 Gravitino DM in the µνSSM

Right-handed neutrinos are likely to exist in order to generate neutrino masses. Then, given the fact
that sneutrinos are allowed to get VEVs, we may wonder why not to use Rp/ terms of the type ν̂cĤuĤd
to produce an effective µ term. This would allow us to solve the µ problem of the MSSM, without
having to introduce an extra singlet superfield as in case of the NMSSM. This is the basic idea of the
µνSSM [4, 5]: natural particle content without the µ problem. Thus, in addition to the MSSM Yukawa
couplings for quarks and charged leptons, the µνSSM superpotential contains:

W = −Yν
i j Ĥu L̂i ν̂

c
j + λi ĤuĤd ν̂

c
i +

1
3
κi jkν̂

c
i ν̂

c
jν̂

c
k . (5)

When the scalar components of the superfields ν̂c
i , denoted by ν̃∗iR, acquire VEVs of order the EW scale,

an effective interaction µĤuĤd is generated through the second term in (5), with µ ≡ λi⟨ν̃iR⟩∗. The
third term in (5) is allowed by all symmetries, and avoids the presence of a Goldstone boson associated
to a global U(1) symmetry, similarly to the case of the NMSSM. In addition, it contributes to generate
effective Majorana masses for neutrinos at the EW scale Mi j =

√
2κi jk⟨ν̃kR⟩∗, which together with the

Dirac masses generated by the first term, produce correct neutrino masses. Thus, the µνSSM solves
the µ and the ν problems, by simply introducing right-handed neutrinos.

Since the gravitino decays producing a monochromatic photon with an energy half of the grav-
itino mass, the prospects for detecting these γ rays in satellite experiments can be very interesting,
and therefore it seems important to know µνSSM predictions concerning gravitino DM detection, first
studied in Ref [20]. In recent works [21, 22], a complete analysis of the detection of µνSSM gravitino
dark matter through γ-ray observations was carried out. In addition to the two-body decay producing
an anisotropic sharp line, the three-body decays producing a smooth spectral signature were included
in the analysis. First, a deep exploration of the low-energy parameter space of the µνSSM was per-
formed, taking into account that neutrino data must be reproduced. Then, the γ-ray fluxes predicted
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by the model were compared with Fermi-LAT observations. In particular, with the 95% CL upper
limits on the total diffuse extragalactic γ-ray background using 50 months of data, together with the
upper limits on line emission from an updated analysis using 69.9 months of data. For standard values
of bino and wino masses, gravitinos with masses larger than 4 GeV, or lifetimes smaller than 1028

s, produce too large fluxes and are excluded as DM candidates. However, when limiting scenarios
with large and close values of the gaugino masses are considered, the constraints turn out to be less
stringent, excluding masses larger than 17 GeV and lifetimes smaller than 4 × 1025 s.
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Rare Events searches with Cherenkov Telescopes
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Abstract. Ground-based Imaging Cherenkov Telescope Arrays observe the Cherenkov
radiation emitted in extended atmospheric showers generated by cosmic gamma rays in
the TeV regime. The rate of these events is normally overwhelmed by 2–3 orders of
magnitude more abundant cosmic rays induced showers. A large fraction of these “back-
ground” events is vetoed at the on-line trigger level, but a substantial fraction still goes
through data acquisition system and is saved for the off-line reconstruction. What kind of
information those events carry, normally rejected in the analysis? Is there the possibility
that an exotic signature is hidden in those data? In the contribution, some science cases,
and the problems related to the event reconstruction for the current and future generation
of these telescopes will be discussed.

1 Introduction

Gamma-ray Astronomy is the branch of science that observes the cosmic radiation beyond the keV.
Below some tens of GeV, such observation is done mostly through pair-production instruments (e.g.
the Fermi-LAT instrument1) or Compton-scattering instruments, mounted on satellites. Above few
tens of GeV and below several tens of TeV, observations are mostly done with Imaging Atmospheric
Cherenkov Telescope Arrays (IACTA) that observe indirectly gamma rays through the Cherenkov
light produced by atmospheric particle shower initiated in the high Earth atmosphere by cosmic
gamma rays. Despite this technique has only 3 decades now, it has already reached a mature
stage [1, 2], with about 150 sources detected, and a world-wide installation soon to be deployed,
under the name of CTA (Cherenkov Telescope Array [3]).

There are currently three major installations of IACTA: H.E.S.S., MAGIC and VERITAS2 that
are under operations for about a decade now. These instruments perform stereoscopic observations
of the same event with multiple telescopes: the Cherenkov radiation from the atmospheric shower,
generates, on the cameras of the telescopes, an ellipse-like shape, whose image treatment allow infer-
ring the direction and energy of the corresponding primary cosmic gamma ray. To image an event,
IACTA cameras are constituted by more than a thousand pixel each (the individual pixel is typically
a photomultiplier tube of typically 0.1 deg aperture). In such instruments, there are several layers of
triggers and selection of events, some acting online, some offline. The first levels need to exclude the
noise events caused by the Light of the Night Sky, due to starlight, zodiacal light and airglow. This is

ae-mail: michele.doro@pd.infn.it
1fermi.gsfc.nasa.gov/
2H.E.S.S.: www.mpi-hd.mpg.de/hfm/HESS/, MAGIC: wwwmagic.mppmu.mpg.de, VERITAS: veritas.sao.arizona.edu
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done online. A rate of about 200 Hz of events passing this selection is typically stored on disk3. How-
ever, most of these events do not correspond to gamma rays, but instead are comprised of atmospheric
shower events initiated by cosmic rays (mostly protons, with traces of heavier nuclei). The hadronic
background at this stage outnumbers the gamma-ray events by more than a factor of hundred. Later
on during the data reconstruction, these hadronic events are rejected by further image cleaning and
selection. However, not all background can be rejected, specially at the lowest energies, where the
images are more dim.

In this contribution, we briefly discuss the possibility that some of the background events can have
actually a different origin, in some cases even hiding signatures of exotic and fundamental physics. We
argue that one can develop special reconstruction and analysis treatment to extract these events. We
are motivated to discuss this issue by gathering together different phenomena, for two reasons: from
one side, the search of hidden signals in the background data of IACTA share similarities (special
image cleaning, special data selection, whole data sample access, blind signal searches), and from the
other side, it could be timely to consider fast selection filter for the CTA instrument. The reason is
that, while current IACTA can manage to save data on disk because the space occupation is limited
(about 1 TB of data/day for, e.g., MAGIC), for CTA the situation will be more dramatic, with expected
100 TB data/day or even more. In order to reduce the occupancy, CTA is planning to preselect and
delete some information on the events. If this will not be done efficiently, CTA will risk to throw away
possible extremely interesting events in its data haystack.

A search for such needles in the haystack would require several dedicated steps in the reconstruc-
tion and analysis:

1. A dedicated Monte Carlo. All events of IACTA are determined by comparing the image in
the multipixel camera with the corresponding Monte Carlo simulation. For gamma rays and
hadrons, this is done using the Corsika code. For peculiar events, one should additionally
develop a code for the interaction of the cosmic particle with the atmosphere. It is clear that
in some cases, when an exotic particle is under scrutiny, such Monte Carlo will be not only
complex to develop, but will rely on theoretical ansatz;

2. A dedicated image cleaning. The standard image cleaning (although different techniques were
proposed in the past) relies on the extrapolation of the event image by “cleaning out” those
pixels whose signal is very likely caused by the Light of the Night Sky. The procedure is
optimized for ellipse-like shapes (like those coming from gamma rays) through the so-called
Hillas parameterization [4]. Some rare events could have instead very peculiar images (small
bright spots, multiple images, etc, – see below). A dedicated procedure should thus be prepared;

3. A dedicated parameterization of the event and extraction of primary information (direction,
energy);

4. A dedicated high-level analysis.

It is clear that the finding of one event will very likely not be sufficient to infer a detection. All
rare events should happen with sufficient statistics to be visible above an unresolvable background.

2 Rare Events in the Background sample

The first class of rare phenomena that will be discussed is composed of events that have passed the first
on-telescope trigger criteria, have been rejected by the standard analysis, and are stored on the disks.
Of these events, some could have a classic nature, some could belong to more exotic explanations.

3For the ten years of operation of MAGIC, considering an average datataking of 5 h per night, this rate corresponds to about
12 GEvents saved on disk
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2.1 Heavy Nuclei

In 2007, H.E.S.S. reported the measurement of the spectrum of cosmic iron nuclei from 13 TeV to 200
TeV [5] with five spectral points. Their data nicely overlap previous measurements taken with balloon
experiments. Events from iron nuclei are two orders of magnitude less frequent than proton-induced
shower, and for this reasons are harder to detect. However, the signatures in IACTA from heavy-
nuclei-initiated showers have different features than those of proton or gamma rays. The nucleus is
charged and proceeding with relativistic speed. Therefore, a small but intense burst of Cherenkov
radiation is directly produced by the nucleus itself in the high atmosphere. As soon as it travels down,
the nucleus has interactions with the denser atmospheres initiating an hadronic shower, rather similar
to that of the protons. Therefore, in the camera, an iron event is composed of two spots: a bright spot
toward the center of the camera (high in the atmosphere) arriving earlier, followed later in time by the
classical ellipsoidal shape of the atmospheric showers and aligned with the main shower axis. The
analysis is not straightforward, but proven possible. Besides H.E.S.S., no other IACTA has tested this
method.

One could ask whether other heavy ions can be seen in the cosmic ray spectrum, whose abun-
dances per element are measured at lower energies with balloons (see, e.g. [6]). Particles like CNO
or Si are not only rarer because of lower fluxes, but also would provide less photon yield (that goes
as Z2). However, specially with future generation of telescopes like CTA, with better sensitivity and
larger energy range, such searches will be possible.

2.2 Tau-Neutrino searches

Several classes of astronomical targets including massive black holes at the center of active galaxies or
gamma-ray bursts, are expected to produce significant radiation of neutrinos. Irrespective of the family
of neutrino at the production place, for extragalactic distances, the mixing foresees that the neutrino
families at the earth should arrive in equal fraction, and thus that cosmic tau-neutrinos should be
observable at Earth. These have not yet been discovered in cosmic neutrino detectors, however, they
may be observable with IACTA through a phenomenon called Earth-skimming taus [7, 8]. Shortly, if
a tau-neutrino crosses the right amount of ground (the Earth crust, or water), of the order of few tens
of km, tau-leptons can be generated through deep inelastic scattering processes like ντ + N → W+ →
X+τ− If the tau-lepton later on emerges from the medium, it creates an atmospheric shower. Suppose
now that a telescope is located at the right distance from the exit point of the tau-lepton, it could
detect the emerging atmospheric shower. From such directions, a shower could be not explained
by other mechanisms. Searches like this were performed by MAGIC looking at the right direction
toward the Canarian sea, reporting for now only results on the feasibility of the technique, but still no
detection [9]. The expectation on the flux are extremely low: the diffuse neutrino flux can provide few
events per decade. However, in case of strong or flaring astrophysical sources, the neutrino flux could
be enhanced, thus providing still dim, but detectable signals. When one then compares the sensitivity
of e.g. CTA compared to other instruments like Auger or IceCube, one can see that for “low-energy”
PeV neutrinos, the CTA sensitivity could be larger than the others, thus providing sufficient ground
for a careful search [10]. MAGIC developed the selection criteria for these events, showing that
tau-neutrino induced events are in principle observable in the data.

2.3 Magnetic Monopoles

Magnetic monopoles were predicted back in 1930 by Dirac to explain the electric quantization. Later
on during the century, it was found that magnetic monopoles appear naturally in Grand Unification
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models [11, 12]. In particular, some theories predict that they are formed during the QCD phase tran-
sition in the early Universe, and, being stable, they could still be present in the actual Universe. When
a magnetic monopole crosses the Earth atmosphere, it will produce a huge number of Cherenkov
photons, about 4700 times than those produced by a gamma ray [13]. In addition, the Cherenkov
photons from magnetic monopoles will be produced throughout the full length of the atmosphere, and
not from a limited path as when originated by atmospheric showers. This event would be observable
by an IACTA as extremely bright spots or short lines, and not like ellipse-like shapes. The search for
magnetic monopoles events has already been accomplished by H.E.S.S. [14] and the expectation for
CTA were discussed in [15]. However, other instruments like Auger or IceCube seems to have higher
sensitivity [16, 17]. One should also mention that IACTA would be sensitive only to ultrarelativistic
magnetic monopoles, while other instruments have wider capabilities [18].

2.4 Antiquark Matter

In order to explain the matter-antimatter density inequality in the present Universe, some theories
predict that during baryogenesis, the antimatter content was confined into very high dense states of
quark plasma by the formation and subsequent collapse of domain walls in the existing quark-gluon
plasma [19, 20]. Such aggregation would be composed of a huge number of antiquarks (or quarks),
in the order of 1025 − 1035, and have survived until present times in the intergalactic medium. These
aggregation are called “quark nuggets” and share similarities with the strangelets [21]. They can be
considered as viable dark matter candidate, at least comprising a fraction of the total density. The
quark nuggets would be dressed with leptons to be globally neutral. In several works of K. Lawson,
and specially [22], the direct and indirect detection techniques for quark nuggets are described. In
particular, the quark nuggets are expected to emit charged particles and high-energy radiation when
crossing the Earth atmosphere, thus initiating an extended atmospheric shower. The main difference
with respect to standard cosmic showers would stem from the fact that the nugget will not decay in
the atmosphere, and that its velocity is much lower than that of cosmic rays, typically of the order
of the galactic velocities. The passage will then be seen as a “stripe” on the camera of the telescope,
developing slowly from one side of the camera to the other, considering the nugget velocity, and
increasing in brightness toward the ground, where the nuggets interactions with the denser atmosphere
would increase.

No dedicated search for these exotic states has been performed with IACTs so far. However, the
search would share similarities with the case of magnetic monopoles, as discussed in [18].

3 Rare Events in the Field of View

Not only one can have peculiar events in the background data haystack, with specific signatures in
duration, time evolution, shape, etc., as described in the previous section, but additional rare events
could occur serendipitously within the field of view, passing undetected, unless a specific analysis
is developed. It is clear that a steady source or very brilliant flaring source in the field of view is
recognized through the standard analysis. Here we are discussing examples of very brief events,
lasting seconds or less, that would not appear when integrating over larger time windows.

3.1 Primordial Black Hole Evaporation

There are several mechanisms that allow the creation of primordial black holes (PBHs) in the Early
Universe, besides those of astrophysical origin. Depending on the Universe average density at a given
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time after the Big Bang, these PBHs could have a specific mass. However, the range of possible
masses is large: from the Planck mass to 105 M⊙ [23]. As the time passes, a PBH increase its
temperature and radiate energy, toward the final phase when Hawking radiation is emitted, and the
BH evaporates. The life expectancy of a BH can be computed and depends solely on the BH mass. As
the evaporation time approaches, the BH radiates more on more. This means that, at present times, we
could be seeing the evaporation of all the PBHs of a given mass. A description of the lightcurve and
gamma-ray spectrum of emission from an exploding PBH can be found in [24]. Shortly, the gamma-
ray emission would be stable for most of the time, while an exponential increase in the last minutes
to seconds to the evaporation is predicted.

PBH evaporation could be therefore appear as short bursts of emission randomly in the FOV of
an IACTA regular observation. Bright and steady sources in the FOV are in principle easily seen in
these data. However, in this case the emission would be more subtle to find and its observation would
require a dedicated analysis: the emission could be dim, and specially short in time, and therefore
washed out by integration over large duration. The PBH search should be performed over the whole
data sample of an IACTA. This requires some non-standard data handling. The Whipple gamma-ray
telescope pioneered this search [25], however, much better sensitivity can be expected with CTA.

3.2 Fast Radio Bursts

Fast Radio Bursts are very short (1 − 10 ms) bursts of radiation discovered in archival radio data few
years ago [26]. Besides their short duration, the main characteristics is that the radio emission shows a
large wavelength dispersion, which hints to extragalactic origin (z ∼ 1). They could be originated out
of neutron stars or magnetars formation or merger events [27]. These peculiar extreme events recently
raised attention in the astrophysics community, however, their true nature is still to be clarified. When
computing the intensity, it is possible that these events are accompanied by the emission of gamma-
ray radiation at TeV energies. Very similarly to the PBH case discussed above, they would therefore
appear as very short and intense spots in IACTA skymaps. The light curve should be different from
that of PBH, so they could be discriminated. No result is published yet from IACTA in search of these
targets.

4 Discussion and Conclusions

In this contribution, we have briefly discussed few possibilities to search for rare events among the
data gathered by ground-based gamma-ray detectors of the IACTA class. These rare events share
some features: they would probably go undetected by standard reconstruction and analysis tech-
niques, thus they would require dedicated simulations, data selection, image treatments and so on.
We grouped these events into two classes: events that would be mostly tagged as background in the
IACTA standard reconstruction, and events that would appear serendipitously in the field of view of
the instrument, and could go unnoticed because of short duration or faintness.

Past and current instruments have performed searches and published results around some of these
topics, some instead are not investigated yet. These projects share complexity in terms of data han-
dling and often suffer from incomplete theoretical mapping. However, in most cases, these investiga-
tions would not require allocation of instrumental time. They would mostly imply a careful treatment
the large dataset of archival data gathered by the current instruments, which is now comprised of about
a decade of data.

Because the current instruments generate a large but not huge amount of data per night, basically
all data that triggered the telescopes are safely stored on disks, including a large fraction of background
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(cosmic ray) data which is normally partly unused in the advanced steps of the analysis. However,
the future large installation of CTA will produce a very large amount of data per night, which would
demand an effort to reduce consistently the full information, e.g. by excluding some pixels from the
image event, or reducing the amount of background-tagged events stored on disk. For gamma-ray
searches, this is an optimal solution, but for the search of rare events proposed here, this could be a
killer factor. It is therefore envisaged to develop robust and fast routines that could tag interesting not-
standard events and save them for further analysis. It is clear that such routines should be developed
well on time before CTA starts operation, which is expected soon after 2020.
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Abstract. I review the ways in which Dark Matter can produce gamma-rays (and lower
energy photons) and I apply the considerations to three specific examples: the tests of
multi-TeV pure-WIMP candidates based on high energy gamma-rays from the Galactic
Center or dwarfs, the importance of bremsstrahlung emission for light DM, the updated
constraints on DM from all-sky radio surveys of the Milky Way.

1 Introduction

Cosmology and astrophysics provide several convincing evidences of the existence of Dark Matter
(DM). The observation that some mass is missing to explain the internal dynamics of galaxy clusters
and the rotations of galaxies dates back respectively to the ’30s and the ’70s. The observations from
weak lensing, for instance in the spectacular case of the so-called ‘bullet cluster’, provide evidence that
there is mass where nothing is optically seen. More generally, global fits to a number of cosmological
datasets (Cosmic Microwave Background, Large Scale Structure and also Type Ia Supernovae) allow
to determine very precisely the amount of DM in the global energy-matter content of the Universe at
ΩDMh2 = 0.1188 ± 0.0010 [1]1.

All these signals pertain to the gravitational effects of Dark Matter at the cosmological and extra-
galactical scale. Searches for explicit manifestation of the DM particles that are supposed to constitute
the halo of our own galaxy (and the large scale structures beyond it) have instead so far been giving
negative results, but this might be on the point of changing.

Indirect searches for DM are of particular interest. These searches aim at detecting the signatures
of the annihilations or decays of DM particles in the fluxes of Cosmic Rays (CRs), intended in a
broad sense: charged particles (electrons and positrons, antiprotons, antideuterium), photons (gamma
rays, X-rays, synchrotron radiation), neutrinos. In this contribution I am going to focus in particular
on a few examples involving photon signals, from the high energy (multi-TeV gamma rays) to the
low energy ones (radio-waves). Before discussing the examples, though, let’s review generically how
Dark Matter produces photons.

ae-mail: marco.cirelli@gmail.com
1Here ΩDM = ρDM/ρc is defined as usual as the energy density in Dark Matter with respect to the critical energy density of

the Universe ρc = 3H2
0/8πGN , where H0 is the present Hubble parameter. h is its reduced value h = H0/100 km s−1Mpc−1.
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2 Indirect DM detection via gamma-rays

In general, DM annihilation (or decay) can produce photon fluxes in many ways, among which:

I) ‘Prompt’ gamma-rays: produced directly by DM annihilations themselves. In turn, however,
these gamma-rays can originate from different stages of the annihilation process:

Ia) From the bremsstrahlung of charged particles and the fragmentation of hadrons, e.g. π0, in the
final states of the annihilations. These processes generically give origin to a continuum of γ-rays
which peaks at energies somewhat smaller than the DM mass mDM, i.e. typically in the range of
tens of GeV to multi-TeV. The spectra can be computed in a model independent way (see e.g. [2]),
since all one needs to know is the pair of primary SM particles.

Ib) From the bremsstrahlung from one of the internal particles in the annihilation diagram. This
typically gives rise to a sharp feature that peaks at an energy corresponding to the DM mass.
The process is in general subdominant with respect to the continuum, but it can be particularly
important in cases in which the continuum itself is suppressed by some mechanism, e.g. helicity
constraints, which are lifted by the internal radiation. The spectrum from this contribution cannot
be computed without knowing the details of the annihilation model.

Ic) From an annihilation directly into a pair of gamma-rays, which gives rise to a line spectrum
at the energy corresponding to the mass of the DM. Since DM is neutral, this annihilation has
to proceed via some intermediation (typically a loop of charged particles) and it is therefore
suppressed by (typically) 2 to 4 orders of magnitude.

In any case, since these γ-rays originate directly from the annihilations themselves, their spatial
distribution follows closely the distribution of DM.

II) Secondary radiation, emitted by the e+e−, which have been produced by the annihilation process,
when they interact with the environment:

IIa) ICS gamma-rays: produced by the Inverse Compton Scattering (ICS) of the energetic electrons
and positrons, created in the DM annihilation, onto the low energy photons of the CMB, the
galactic star-light and the infrared-light, which are thus upscattered in energy. Typically, they
cover a wider range of energies than prompt gamma rays, from energies of a fraction of the DM
mass to almost up to the DM mass itself. Their spatial distribution traces the distribution of e±,
which originate from DM but then diffuse out in the whole galactic halo (as seen above).

IIb) Bremsstrahlung gamma-rays: produced by the same energetic electrons and positrons onto the
gas in the interstellar medium. Typically, they are of lower energy than ICS rays; their spatial
distribution traces the e± but also the density of target gas, so it is typically concentrated in the
galactic disk.

IIc) Synchrotron emission: consisting in the radiation emitted in the magnetic field of the Galaxy
by the e± produced by DM annihilations. For an intensity of the magnetic field of O(µGauss), like
in the case of the Milky Way halo, and for e± of GeV-TeV energies, the synchrotron emission falls
in the MHz-GHz range, i.e. in the radio band. For large magnetic fields and large DM masses
it can reach up to EHz, i.e. the X-ray band. Their region of origin is necessarily concentrated
where the magnetic field is highest; in particular the GC is the usual target of choice. However, it
has been recently suggested that the galactic halo at large, or even the extragalactic ones, can be
interesting sources, as we will discuss below.

Individuating the best targets to search for these annihilation signals is one of the main games in the
field. Not very surprisingly, the preferred targets have to be (i) regions with high DM densities and/or
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(ii) regions where the astrophysical ‘background’ is reduced and therefore the signal/noise ratio is
favorable. The distinction between (i) and (ii) is of course not clear-cut, and of course there are
specific cases in which other environmental reasons make a region more suitable than another (such
as in the case of synchrotron radiation which needs a region with a strong magnetic field). Moreover,
new promising targets keep being individuated. However, for the sake of schematizing, one can list
the following targets at which the experiments look:

◦ The Milky Way Galactic Center (GC) − (i).
◦ Small regions around or just outside the GC, such as the Galactic Center Halo (GCH, an annulus of

about 1◦ around the GC, excluding the Galactic Plane) etc − (i) + (ii).
◦ Wide regions of the Galactic Halo (GH) itself (such as observational windows centered at the GC

and several tens of degrees wide in latitude and longitude, from which a diffuse flux of gamma-rays
is expected, including the one due to the ICS emission from the diffused population of e± from DM
annihilations − (ii).

◦ Globular clusters (GloC), which are dense agglomerates of stars, embedded in the Milky Way galac-
tic halo. They are a peculiar kind of target since they are not supposed to be DM dominated, quite
the opposite, as they are rich of stars. The interest in them arises from two facts: that they may have
formed inside a primordial DM subhalo and some of the DM may have remained trapped; that the
density of baryonic matter may create by attraction a DM spike and thus enhance the annihilation
flux− (i).

◦ Subhalos of the galactic DM halo, whose position, however, is of course unknown a priori.

◦ Satellite galaxies of the Milky Way, often of the dwarf spheroidal (dSph) class, such as Sagittarius,
Segue1, Draco and several others, which are star-deprived and believed to be DM dominated − (i)
+ (ii). The ‘problem’ with dSphs is precisely that the determination of their DM content and distri-
bution relies on stars as kinematical tracers and therefore suffers from rather large uncertainties.

◦ Large scale structures in the relatively nearby Universe, such as galaxy clusters (e.g. the Virgo,
Coma, Fornax, Perseus clusters, and several others with catalog names that are less pleasant to
write) − (i) + (ii)

◦ The Universe at large, meaning looking at the isotropic flux of (redshifted) γ-rays that come to us
from DM annihilation in all halos and all along the recent history of the Universe. Often this flux is
called ‘extragalactic’ or ‘cosmological’ − (ii)

Let us now move to discuss a few examples of how photon searches can play a relevant role in the
Dark Matter parameter space, in very different contexts.

3 Testing pure WIMP multi-TeV DM models with high energy gamma rays

In this section we summarize the findings of [3]: we start by reconsidering the model of Minimal Dark
Matter (a fermionic, hypercharge-less quintuplet of the EW interactions) and compute its gamma ray
signatures. We compare them with a number of gamma ray probes. Those that turn out to be most
significant are the galactic halo diffuse measurements, the galactic center line searches and recent
dwarf galaxies observations. We find that the original minimal model, whose mass is fixed at 9.4 TeV
by the relic abundance requirement, is constrained by the line searches from the Galactic Center: it
is ruled out if the Milky Way possesses a cuspy profile such as NFW but it is still allowed if it has a
cored one. This is illustrated by fig. 1, right panel. Observations of dwarf spheroidal galaxies are also
relevant, and ongoing astrophysical progresses on these systems have the potential to eventually rule
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Figure 1. Constraints on the DM annihilation cross section into gauge bosons from dwarf spheroidal galaxies
(left) and the Milky Way (right). Figure from [3].

out the model. As the figures show, we also explore a wider mass range, which applies to the case in
which the relic abundance requirement is relaxed. Our constraints can therefore be applied to generic
DM candidates with a mass in the multi-TeV range which annihilate into gauge bosons.

4 Bremsstrahlung gamma-rays from low mass DM

Figure 2. Full gamma-ray emission from light DM annihilations, including the bremsstrahlung contribution
(and the modification to the Inverse Compton contribution due to taking into account bremsstrahlung), for the
conditions typical of the location of the Earth (left) or of the Galactic Center (right). Figure from [4].

This section is based on the results in [4]. We stress the often-neglected role of bremsstrahlung
processes on the interstellar gas in computing indirect signatures of DM annihilation in the Galaxy,
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particularly for light DM candidates in the phenomenologically interesting O(10) GeV mass range.
Especially from directions close to the Galactic Plane, the gamma-ray spectrum is altered via two
effects: directly, by the photons emitted in the bremsstrahlung process by energetic electrons which are
among the DM annihilation byproducts; indirectly, by the modification of the same electron spectrum,
due to the additional energy loss process in the diffusion-loss equation (e.g. the resulting inverse
Compton emission is altered). Fig. 2 illustrates this point by plotting the total gamma-ray emission
from light DM annihilations in conditions that are typical of the region close to the Earth or of the
Galactic Center. So, for computing precise spectra in the (sub-)GeV range, it is important to obtain a
reliable description of the Galaxy gas distribution as well as to compute self-consistently the gamma-
ray emission and the solution to the diffusion-loss equation.

5 Constraining DM with galactic radio surveys
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Figure 3. Constraints on DM annihilation from radio surveys, adopting a conservative (left) or progressive (right)
approach (see text). Figure from [5].

This section is based on the study in [5], where we perform a detailed analysis of the synchrotron
signals produced by dark matter annihilations (and decays). We consider different set-ups for the
propagation of electrons and positrons, the galactic magnetic field and dark matter properties. We
then confront these signals with radio and microwave maps, including Planck measurements, from a
frequency of 22 MHz up to 70 GHz. We derive two sets of constraints: conservative and progressive.
The former is obtained with no assumptions on the astrophysical background and just requires that the
DM signal does not exceed the measured intensity. The latter is instead based on a modeling of the
astrophysical emission: reducing the room avaiilable for DM, it leads to more stringent constraints.
The results are depicted in fig. 3, for different annihilation channels. In general, radio and microwave
constraints are complementary to those obtained with other indirect detection methods, especially for
dark matter annihilating into leptonic channels.

6 Conclusions

In this contribution I have tried to review the different ways in which galactic gamma rays and radio
surveys can help in the search for Dark Matter signatures. I first considered the searches of high
energy gamma-rays, by Fermi, Hess and the other Cherenkov telescopes, as a test for models featuring
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pure-WIMP multi-TeV DM candidates, such as for instance the Minimal Dark Matter model. Then I
stressed the importance of including bremsstrahlung as a process for the energy losses suffered by the
electrons and positrons produced by DM in the galaxy, especially close to the galactic plane where the
density of gas is sizable, and therefore its importance for the computation of DM secondary radiation.
Finally, I presented the results of a new evaluation of the constraints on DM from all-sky radio surveys
of the Milky Way.

As a general rule, DM indirect searches, and a fortiori gamma-ray searches, are complementary
to one another, for the different annihilation channels, different chosen targets and different energy
regimes. Fig. 4 collects some of the most relevant constraints, for the case of the bb̄ channel.
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Figure 4. Bounds on DM annihilation imposed by different gamma-ray (and radio) observations. Figure from [6].
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Abstract. The standard model of cosmology indicates that approximately 27% of the en-
ergy density of the Universe is in the form of dark matter. The nature of dark matter is
an open question in modern physics. Indirect dark matter searches with imaging atmo-
spheric Cherenkov telescopes are playing a crucial role in constraining the nature of the
dark matter particle through the study of their potential annihilation that could produce
very high energy gamma rays from different astrophysical structures. The Cherenkov
Telescope Array will provide an unprecedented sensitivity over a range of dark matter
mass from ∼100 GeV to ∼30 TeV. In this contribution we review the status of indirect
dark matter searches at dwarf spheroidal galaxies.

1 Introduction

The existence of dark matter (DM) in our Universe (27% of the total energy) is well established, but
its nature is still unknown. Among the most promising particle candidates are Weakly Interacting
Massive Particles (WIMPs), which typically can self-annihilate and generate gamma rays [1, 2]. If
WIMPs particles are produces thermally in the early Universe then the self-annihilation cross-section
has a natural value of approximately 3×10−26cm3s−1 [3]. WIMPs models, such as the supersymmetric
neutralino give prediction the for gamma-ray energy spectra from the annihilations, which are crucial
inputs, together with the DM distribution in the observed target, to achieve prospects for the sensi-
tivity of indirect searches [4]. The goal of the present study is to provide preliminary comparative
expectations on indirect DM searches with the Cherenkov Telescope Array [5], taking into account
continuum gamma-ray signatures coming from typical DM annihilation channels.

2 Cherenkov Telescope Array performance

The Cherenkov Telescope Array (CTA) is a next-generation imaging atmospheric Cherenkov tele-
scopes (IACTs) which is currently in the planning and prototyping stage and scheduled to finish
construction in 2020. In order to provide full sky coverage, the CTA observatory will consist of two
arrays, one in the southern hemisphere close to Paranal Observatory (Chile), and a second one in the
northern hemisphere in the Observatorio del Roque de Los Muchachos on the island of La Palma

ae-mail: grferna@roma2.infn.it
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(Spain). An improved sensitivity over the full energy range as well as improved energy and angular
resolution with respect to current generation IACTs, will be achieved by combining many telescopes
of three different sizes distributed over a large area: few large size telescopes (LST), several medium
size telescopes (MST), and many small size telescopes (SST). The baseline northern array will consist
of 4 LSTs and 15 MSTs and the southern one will be composed of 4 LSTs, 25 MSTs and 70 SSTs. An
extension for the southern observatory is envisaged based on a fourth, medium-sized Schwarzschild
Couder telescope type. The expected performance of CTA has been evaluated with very detailed
Monte Carlo simulations for many different layouts and sites [6]. The expected angular resolution of
CTA is compared with that of some current and future gamma-ray detectors in the left panel of figure
1. The angular resolution of CTA will be better than that of any current IACT array over the full
energy range. The CTA differential flux sensitivity for both southern and northern arrays for an obser-
vation time of 50 hours is compared in the right panel of figure 1 with the sensitivities of MAGIC-II
and VERITAS for the same observation time. HAWC sensitivities for an observation time of one year
and five years are shown too for comparison. The flux sensitivity of the CTA northern array will be
less than that of the southern one over the entire energy range due to the lower number of telescopes
and different site altitude.

Figure 1: Left panel: Angular resolution (68% containment radius of the gamma-ray PSF) as a func-
tion of energy for CTA southern array (black line). Right Panel: Expected differential sensitivity for
CTA southern array (black line) and CTA northern array (blue line). Figure from [7]

3 Indirect Dark Matter searches

The indirect detection experiments aim at searching for a flux of annihilation products created in
astrophysical environments where DM annihilation may be occurring at an appreciable rate [8]. In
particular, the indirect DM searches carried out by IACTs look for photons from WIMPs in the mass
range ∼100 GeV up to ∼100 TeV. The flux expected from a DM-dominated region depends respec-
tively on the so-called particle physics and astrophysical (or J) factors:

Φs(∆Ω) =
1

4π
< σv >

2m2
DM

∫ Emax

Emin

dNγ

dEγ
dEγ × J(∆Ω), (1)

where < σv > is thermally averaged self-annihilation cross-section times velocity, mDM is the dark
matter particle mass, Emin and Emax are the energy limits for the measurement and dNγ

dEγ
is the energy

spectrum of the gammas produced in the annihilation (as, e.g., from [9]). The J-factor is the integral
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along the line of sight of the squared DM density profile of the given target integrated within an
aperture angle,

∫
∆Ω

dΩ
∫

l.o.s. ρ
2
DM(r)dldΩ′ . The products of DM annihilation are thought to come from

decay and/or hadronization of the primary Standard Model (SM) particles: quark-antiquark, lepton
and boson, and each channel is expected to have its own branching ratio.

4 Dwarf Spheroidal Galaxies

The indirect dark matter search with CTA has several possible astrophysical targets each with its
own inherent advantages and disadvantages. The Galactic Center (GC) and the Dwarf Spheroidal
Galaxies (dSphs) are the most promising targets. The large amount of DM and its proximity makes
the GC a very interesting target to search for DM annihilation signals. However, the expected high
background in very high energy gamma rays makes it hard to separate the DM signal from the gamma-
rays of astrophysical origin. On the other hand, the dSphs are believed to be the smallest and faintest
astronomical objects whose dynamics is dominated by DM, and they are free from gamma-ray astro-
physical backgrounds [10]. Furthermore, ongoing optical surveys (such as DES, PanSTARSS, VLT,
ATLAS), devoted to explore large areas of the sky, are increasing the pool of new dSphs in the Local
Group and the knowledge needed to better constrain the values of the J-factors. On the basis of the
Dark Energy Survey (DES) two years data [8], some of the newly discovered satellites in the southern
hemisphere could already be considered among the most promising targets to be observed for the first
time by the next generation of IACTs. The final choice of the most promising dwarf galaxy targets
for CTA observations will be made at the start of array operation based on all available information at
that time. In the left panel of figure 2 we show the sensitivity for different annihilation channels for
the classical dSphs Sculptor [11]. On the right panel of the same figure we compare the sensitivity for
Sculptor, Draco, Coma Berenices and Segue 1, showing the ±1σ limits on the J-factor uncertainty.

Figure 2: Left panel: Sensitivity for σv from observation of the classical dwarf galaxy Sculptor
for different annihilation modes as indicated. Right panel: Sensitivity for 500 h observation of the
classical dSphs Draco and Sculptor, and the ultra-faint dwarf galaxies Segue 1 and Coma Berenices
as indicated. Dashed lines correspond to ±1σ on the J-factors. Sensitivity is computed assuming the
bb̄ annihilation channel.
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5 Conclusions

The Cherenkov Telescope Array will improve the sensitivity to DM annihilation for a range of in-
teresting DM masses. The expected improvement in the angular resolution means that some dwarf
spheroidal galaxies could be resolvable; the typical point-source assumption will no longer be valid,
and the density profile could be constrained using gamma-ray measurements. Observations of dwarf
spheroidal galaxies with CTA will be valuable for providing robust legacy constraints (in case of no
detection). There is also a good complementary in the WIMPs mass range with other experiments
like Fermi, MAGIC [12] and ANTARES [13]. New ultra-faint dwarf spheroidal galaxies are being
and will be discovered with the next generation of sky surveys. When CTA starts to operate the best
constrained/most promising known dwarf spheroidal galaxies will be chosen for observation time.
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Abstract. In the framework of Horizon 2020, the European Commission approved the
ASTERICS initiative (ASTronomy ESFRI and Research Infrastructure CluSter) to collect
knowledge and experiences from astronomy, astrophysics and particle physics and fos-
ter synergies among existing research infrastructures and scientific communities, hence
paving the way for future ones. ASTERICS aims at producing a common set of tools
and strategies to be applied in Astronomy ESFRI facilities. In particular, it will target
the so-called multi-messenger approach to combine information from optical and radio
telescopes, photon counters and neutrino telescopes. pLISA is a software tool under de-
velopment in ASTERICS to help and promote machine learning as a unified approach to
multivariate analysis of astrophysical data and signals. The library will offer a collection
of classification parameters, estimators, classes and methods to be linked and used in
reconstruction programs (and possibly also extended), to characterize events in terms of
particle identification and energy. The pLISA library aims at offering the software infras-
tructure for applications developed inside different experiments and has been designed
with an effort to extrapolate general, physics-related estimators from the specific fea-
tures of the data model related to each particular experiment. pLISA is oriented towards
parallel computing architectures, with awareness of the opportunity of using GPUs as
accelerators demanding specifically optimized algorithms and to reduce the costs of pro-
cessing hardware requested for the reconstruction tasks. Indeed, a fast (ideally, real-time)
reconstruction can open the way for the development or improvement of alert systems,
typically required by multi-messenger search programmes among the different experi-
mental facilities involved in ASTERICS.

1 Introduction
1.1 ASTERICS

ASTERICS (ASTronomy ESFRI and Research Infrastructure CluSter) [1] is a Research Infrastruc-
ture funded by the European Commission’s Horizon 2020 framework. It collects experiences from
astronomy, astrophysics and particle physics and aims at producing a common set of tools and strate-
gies to be applied in the Astronomy ESFRI facilities1, pushing for creating synergies among different

ae-mail: giulia.debonis@roma1.infn.it
be-mail: cbozza@unisa.it
1See [2] for a description of the mission and the objectives of the European Strategy Forum on Research Infrastructures

(ESFRI) and see [3] for a detailed report of the current roadmap.
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experiments and scientific communities and for carrying out a multi-wavelength and multi-messenger
approach in data analysis2. The ESFRI facilities in ASTERICS fully match the request for multi-
wavelength and multi-messenger: SKA (radio) [5], E-ELT (infrared/optical) [6], CTA (gamma-rays)
[7] and KM3NeT (neutrinos) [8]; complementary facilities (LOFAR, Euclid, VIRGO, LIGO, HESS,
MAGIC, ANTARES, IceCube...) complete the framework.

1.2 OBELICS

Activities in ASTERICS are organised in five Working Packages (Figure 1-a). WP3 is named
OBELICS (OBservatory E-environments Linked by common ChallengeS) and focuses on interop-
erability and software re-use for data generation, integration and analysis (Figure 1-b). Specific tasks
of action, aimed at promoting multi-wavelength/multi-messenger data analyses, are the establishment
of open standards and software libraries, the development of common solutions for data processing
and extremely large databases, the study of advanced analysis algorithms and strategies.

Figure 1. (a) ASTERICS and its Working Packages (WPs). (b) Sub-tasks in OBELICS.

2 pLISA

2.1 General Features

The pLISA project is inserted in sub-task 3.4 (D-ANA) and fulfils the mission and the objectives of
ASTERICS and OBELICS, in particular for what concerns interoperability. The name of the project
stands for parallel Library for the Identification and Study of Astroparticles and each word in this
definition recalls important features of the ASTERICS/OBELICS initiative and distinctive elements
of the project itself.

The term parallel refers to parallel programming and parallel computing architectures and reflects
the pLISA plans of using Graphical Processing Units (GPUs) as computing accelerators, consistent
with OBELICS about the development of new computing technologies. The acceleration feature is a
key element when addressing the issue of real-time reconstruction, essential for the development of
alert systems between experiments in a multi-messenger perspective. We have focused in particular
on NVIDIA boards and CUDA [9] [10], and the implementations of the code have been devised as
explicitly parallel, for running on GPUs since the very beginning.

The term Library qualifies pLISA as a toolbox, aiming at flexibility, interoperability, open stan-
dards and common solutions, independently of specific implementations operated in individual infras-
tructures, in order to adapt the code structure for the data analysis of a generic event-based experiment.

2See [4] for an example of the multi-messenger approach in neutrino astronomy.
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That said, the study for pLISA has been initiated in the framework of KM3NeT and the peculiarities
of KM3NeT (and ANTARES [11]) data taking, trigger systems and reconstruction algorithms have
been taken into account and have been the starting point for the definition of the main features of
pLISA.

The approach followed in pLISA for what concerns Study and Identification is through Multi-
Variate Analysis (MVA) [12]: neural networks, boosted decision trees and similar machine-learning
techniques have been investigated, in agreement with the claim of advanced algorithms and strate-
gies professed by OBELICS; both regression and classification problems have been considered when
working out the features of the library.

Finally, Astroparticles refers to the scientific target of the ASTERICS enterprise.

2.2 Implementation

The programming language used for pLISA is C++3; the current implementation is the “skeleton” of
an header file. Classes and constants are very strongly typed, and extensive use of namespaces has
been made, for minimising the chances of name clashes when pLISA is used alongside other libraries
and for helping developers and users in producing bug-free code by enforcing type compliance. In
addition, it is convenient to follow the structuring in namespaces to get an overview of the code
(Figure 3). Classes are interfaces (i.e. purely abstract classes containing only pure virtual methods);
furthermore, concerning the data storage pLISA puts requirements only on the information to be
provided (Features, Figure 3) not on the way it is stored. This approach has been adopted to meet
the objectives of ASTERICS and OBELICS for what concerns flexibility and interoperability, and
also because GPU-based implementations require data structures in a format that differs from those
in CPU-based implementations. Indeed, every experiment has its own data model and choosing one
might lead to incompatibilities with others; with the solution under study in pLISA, non-implemented
properties for data that are non-existing or meaningless in a specific dataset do not take memory/disk
space; in addition the transient/persistent data model of user code need not to be changed, provided
“reader” classes are produced by users. Optimised memory access (Figure 2) is obtained allowing that
data in the GPU memory can be read just on-demand, and proper seamless caching mechanisms can
be implemented (e.g. “lazy retrieval”, i.e. retrieval of a full memory block only after a certain number
of accesses are performed); moreover, memory transfer is optimised by adding flags that describe the
internal encoding (namespace Devices, Figure 3).

Figure 2. pLISA operates a connection between the Host memory (CPU) and the Device memory (GPU). The
user code resides in the CPU; the processing is completed in the GPU.
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3Successfully compiled with Visual C++ and g++ (GCC) 4.8.5.
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Figure 3. The structure of pLISA, in terms of namespaces. The outermost “container” is the namespace pLISA.
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Abstract.

The High-Energy Particle Detector (HEPD) is a range-calorimeter for the near-Earth

measurement of electrons, protons and light nuclei fluxes up to few hundreds of MeV.

HEPD will fly on board of the China Seismo-Electromagnetic Satellite (CSES), sched-

uled to be launched in July/August 2017. This mission will investigate possible corre-

lations between geomagnetic properties (electromagnetic wave emissions, plasma prop-

erties and particle fluxes in the ionosphere and magnetosphere) and seismic events. The

study of the solar-terrestrial environment, Coronal Mass Ejections (CMEs), Solar Ener-

getic Particles (SEPS) events and low-energy cosmic rays are also within the scientific

objectives of this mission. A detailed description of the HEPD and its characteristics will

be reported.

1 Introduction

The China Seismo-Electromagnetic Satellite (CSES) [1] is a space mission dedicated to the monitor-
ing of the electromagnetic (e.m.) perturbations in atmosphere, ionosphere, magnetosphere and Van
Allen belts, and to investigate possible correlations with seismic events. The satellite is based on the
Chinese CAST2000 platform. It is a 3-axis attitude stabilized satellite and will be placed in a 98
degrees inclination Sun-synchronous circular orbit, at an altitude of 500 km. The launch is scheduled
for July/August 2017 and the expected lifetime is 5 years.

There will be several instrument systems on board of CSES: (i) a Tri-Band Beacon and GNSS
Occultation Receiver for the study of profile disturbance of plasma; (ii) a Langmuir Probe and Plasma
Analyzer for measurements of local plasma disturbances; (iii) a High-Precision Magnetometer, an
Electric Field Detector and a Search-Coil Magnetometer for the measurement of electromagnetic
field; (iv) a High-Energy Particle Package, which has three components (H, L and X) and measures
electrons (few keV to 50 MeV) and protons (20 MeV to 200 MeV) with acceptance of some tens of
cm2sr; (v) the High-Energy Particle Detector (HEPD), which is discussed in this article.

Then CSES science program can cover several fields and topics. In the field of the e.m. wave
emissions, we list the monitoring of the e.m near-Earth space environment, of the e.m. man-made
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effects at low Earth orbit altitude and the observations of e.m. transients caused by tropospheric
activity, as also to search for direct correlation of e.m. wave emission and earthquakes. For the
Ionosphere and plasma-sphere studies, the measurement of plasma perturbations is considered, while
for the energetic charged particles, there are the measurements of electron and proton fluxes, the
study of short time scale variability and precipitation of inner Van Allen belt particles. When at
large latitudes, the HEPD detector can also perform measurements of not-trapped low-energy charged
particles up to few hundreds of MeV. This allows the study of several topics related to the solar-
terrestrial environment and the lower end of the cosmic-ray spectrum.

1.1 Van Allen Belts and Cosmic Rays

At low and intermediate magnetic latitudes the HEPD detector can access particles, which are trapped
or significantly influenced by the geomagnetic field. Trapped charged particles constitute two (and
sometimes more [2]) radiation belts. Different species (electrons and protons) have maximum inten-
sities at different values of the McIlwain L-parameter (L defines a specific set of geomagnetic field
lines). In the energy range of interest, particle fluxes within the belts are orders of magnitude larger
than outside. A detailed characterization of the charged particle fluxes within the geomagnetic field
is difficult for several reasons: - the departure of the geomagnetic field structure from a pure dipole
and the presence of anomalies such as the South Atlantic Anomaly (SAA); - the time variation of
the particle fluxes on several time scales; - the existence of few particle populations (particle albedo,
likely produced with collisions of cosmic rays with the atmosphere gas, quasi-trapped component
with limited lifetime and low flux); - the “penumbra” region, where both cosmic rays and trapped
charged particles are found. Inner and outer belts have a different degree of flux stability, and likely
different particle sources. Protons within the inner belt are thought to be produced via the CRAND
process [3] by the decay of albedo neutrons. At large magnetic latitudes the solar particles and the
low-energy component of cosmic ray might be measured. Coronal mass ejections (CME), emitted
by the Sun, propagate through solar magnetic field and inter-planetary plasma. When directed along
the proper trajectory CMEs can reach the Earth, and cause geomagnetic storms and other important
perturbations of the Earth’s magnetosphere. CMEs, as also powerful solar flares, can accelerate Solar
energetic particles (SEPs), which carry unique information on the impulsive phenomena in the Sun
atmosphere. An intense SEP event can also determine significant changes in the fluxes of trapped par-
ticles, The effects of intense SEP events can even reach the planetary ground as shown by the increase
of the neutron flux measured by ground-based neutron monitors during the so-called ground-level
enhancements (GLEs). A wide investigation program on low-energy cosmic rays and solar particles
was pursued with the PAMELA satellite experiment. This included the study of trapped, albedo and
solar energetic particles [4], of SEP events [5] and also the discovery of anomalously high fluxes of
trapped anti-protons [6] in the kinetic energy range between 60 and 750 MeV. At lower energies, the
measurements cited above can be complemented with the HEPD.

2 The HEPD Detector

HEPD, developed and built by the Italian members of the CSES mission, is designed for detecting
electrons in the energy range between 3 and 100 MeV, protons between 30 and 300 MeV, and light
nuclei. Being a space detector the HEPD mass budget is limited to 45 kg, while power to 43 W, and
despite the small dimensions (20x20x40) cm3 it reaches a relatively large geometrical acceptance of
hundreds of cm2sr. The HEPD includes four sub-detectors: - the tracker (TRK), made of two planes
of double-sided silicon micro-strip sensors. Each plane includes 3 ladders made of 2 modules, each
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module with an area of (10.7x7.2)cm2, and read out by twelve VLSI chips; - the trigger system (TS),
consisting of 6 plastic scintillator paddles, each with dimensions (20x3x0.5) cm3 and read out by two
Hamamatsu PhotoMultiplier Tubes (PMTs). The paddles fully cover the entrance of the detector and
are placed below the tracker and above the calorimeter; - the range-calorimeter (CALO), divided in
two sections. The top part consists in 16 plastic scintillator counters, each of which with dimensions
(15x15x1) cm3 and read out by two PMTs. The PMTs are placed at the ends of a counter diagonal
and the instrumented diagonal alternates for even and odd counters. The lower calorimeter section is
made of 9 LYSO crystals,which are arranged in a layer. A crystal has a height of 4 cm and a side of 5
cm and is read out by a PMT; - the veto system (VETO), made of five plastic scintillator counters, 5
mm thick, read out by two PMTs. Four counters are at the sides of the CALO, while the fifth one is
below the LYSO layer.

The HEPD associated electronics (sub-system ELS) is inside a box placed at one side of the detector.
The ELS includes: the CPU, the silicon detector DAQ, the PMT trigger and acquisition, the LV
Control Board, the High Voltage Power Supply (HVPS), the Main power DC/DC converter (LVPS)
and 6 mechanical modules. A scheme of the HEPD sub-systems can be seen in Fig. 1. The HEPD

Figure 1. A scheme of the HEPD:- in blue, the silicon tracker, labeled as "Silicon Planes"; - below the tracker

there is the trigger plane (not seen here), composed of 6 paddles; - in light blue 16 plastic scintillators which

compose the upper part of the calorimeter, labeled as "Scintillation Counters"; - on the right, the LYSO cubes

(3 of them are visible), which compose the lower part of the calorimeter, labeled as "LYSO Crystals"; - above,

below and on the right of the calorimeter 3 counters of the VETO are visible, labeled as "VETO Scint Counters"

; - in green the power supply and electronics.

trigger is formed with the coincidence of signals from one of the TS paddles and from the upper
CALO counter (P1). In order to vary the acceptance, when needed, other trigger combinations can
be formed, using the other CALO counters, or requiring only a specific paddle to be hit. The dE/dX
and incidence direction of the charged particle can be obtained with the TRK measurements, and a
further dE/dX measurement is obtained with the TS paddles. Charged particles with trajectories fully
inside the calorimeter can be selected by asking no signals from the lateral and the bottom VETO
counters. In such a case the total energy can be measured with the CALO. For particles stopping
in the upper CALO a range measurement can also be obtained. The lower CALO (LYSO layer) is
designed to provide a larger matter thickness and to increase the operational energy range. Within the
energy range of interest electrons are always relativistic, while protons are slower and not relativistic.
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Then for fully contained particles, the electron/proton separation can be achieved with the dE/dX vs
Etot method. Two examples of electrons, which are stopped within the CALO, are in Fig. 2.

Figure 2. Monte Carlo simulations of electron measurement with the HEPD apparatus. On the right a 60 MeV

electron, on the left a 30 MeV one, incident on HEPD from above. In red are the electrons trajectories, the

apparatus elements are drawn as solids in color. While the 30 MeV electron is contained in the upper plastic

scintillator CALO, the 60 MeV electron reaches the LYSO layer. These simulations are based on Geant4 [7].

2.1 Status of the project

Four HEPD versions were built, as required by Chinese space procedures: the Electrical Model (EM),
the Structural and Thermal Model (STM), the Qualification Model (QM), the Flight Model (FM). Dur-
ing Spring-Summer 2016 a test and qualification campaign was performed on the QM, to assess the
compliance of the HEPD to the space operation requirements, and to study the detector performances.
The campaign included: -a beam test, carried on at Beam Test Facility (BTF) of the "Laboratori
Nazionali di Frascati" of INFN, with electrons in the 30-150 MeV energy range; -a full set of thermo-
vacuum-vibrational tests, performed at SERMS laboratory in Terni. At the end of Summer the FM
model was also integrated, and at the beginning of Fall a test campaign started on the FM.
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The Luna experiment
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Abstract. One of the main ingredients of nuclear astrophysics is the cross section of the
thermonuclear reactions which power the stars and synthesize the chemical elements in
the Universe. Deep underground in the Gran Sasso Laboratory the cross section of the key
reactions of the proton-proton chain and of the Carbon-Nitrogen-Oxygen (CNO) cycle
have been measured right down to the energies of astrophysical interest. The main results
obtained during the solar phase of LUNA are reviewed before describing the current
LUNA program devoted to the study of the nucleosynthesis of the light elements in AGB
stars and Classical Novae. Finally, the future of LUNA with the new 3.5 MV accelerator
devoted to the study of helium and carbon burning is discussed.

1 Introduction

Only hydrogen, helium and lithium were synthesized in the first minutes after the big-bang. All
the other elements in the Universe are produced by the thermonuclear reactions taking place inside
the cauldrons active in the cosmos, i.e. the stars. Nuclear astrophysics studies the reactions which
transmute the chemical elements and provide energy to the stars. The reactions occur in the hot
plasma of a star, with temperatures in the range of tens to hundreds of millions degrees, inside an
energy window, the Gamow peak, which is far below the Coulomb energy arising from the repulsion
between nuclei. In this region the cross section is given by:

σ(E) =
S (E)

E
exp(−2 π η), (1)

where S (E) is the astrophysical factor (which contains the nuclear physics information) and η is given
by 2 π η = 31.29 Z1 Z2(µ/E)1/2. Z1 and Z2 are the nuclear charges of the interacting particles, µ is the
reduced mass (in units of amu), and E is the center of mass energy (in units of keV).

At low energies the cross sections are extremely small. Such smallness makes the star life-time
of the length we observe, but it also makes the direct measurement impossible in the laboratory.
LUNA, Laboratory for Underground Nuclear Astrophysics, started twenty five years ago to run nu-
clear physics experiments in an extremely low-background environment, the Gran Sasso Laboratory
(LNGS), to reproduce in the laboratory what Nature makes inside the stars [1, 2].
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2 Accelerators under Gran Sasso

Two electrostatic accelerators able to deliver hydrogen or helium beams have been installed in LUNA:
first a compact 50 kV home made machine and then, in the year 2000, a commercial 400 kV one.
Common features of the two accelerators are the high beam current, the long term stability and the
precise beam energy determination. In particular, the 400 kV accelerator can provide up to 0.5 mA
of hydrogen and 0.25 mA of helium at the target stations, with 0.3 keV accuracy on the beam energy,
100 eV energy spread, and 5 eV per hour long-term stability.

The dolomite rock of Gran Sasso provides a natural shielding equivalent to at least 3800 meters of
water which reduces the muon and neutron fluxes by a factor 106 and 103, respectively. The neutron
flux underground is mainly due to (α,n) reactions in the rock, with the alpha particles coming from
the 238U and 232Th decay chains. Finally, the activity due to Radon from the rock is suppressed down
to the level of few tens of Bequerel/m3 thanks to frequent air volume exchanges.

3 LUNA and the Sun

The first phase of LUNA, the solar phase, has been driven by the solar neutrino problem [3]. In
particular, the initial activity has been focused on the 3He(3He,2p)4He cross section measurement
within the solar Gamow peak (15-27 keV). Such a reaction is a key one of the hydrogen burning
proton-proton chain, which is responsible for more than 99% of the solar luminosity. Fig.1 shows
the results from LUNA [4] together with higher energy measurements [5–7]. For the first time a
nuclear reaction has been measured in the laboratory at the energy occurring in a star. In particular,
at the lowest energy of 16.5 keV the cross section is 0.02 pbarn, which corresponds to a rate of about
2 events/month, rather low even for the "silent" experiments of underground physics. No narrow
resonance has been found and, as a consequence, the astrophysical solution of the 8B and 7Be solar
neutrino problem based on its existence has been definitely ruled out. 3He(α,γ)7Be, the competing
reaction for 3He burning, has also been measured by LUNA both by detecting the prompt γ rays and
by counting the 7Be nuclei from their decay.

Figure 1. The cross section of 3He(3He,2p)4He as function of energy.
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The CNO cycle is responsible for the remaining 1% of the solar luminosity. 14N(p,γ)15O is the
slowest reaction of the cycle. In particular, it is the key reaction to predict the 13N and 15O solar
neutrino flux, which depends almost linearly on its cross section. The results obtained first with the
germanium detector [8], then with the BGO set-up [9] and, finally, with a composite germanium
detector [10] were about a factor two lower than the existing extrapolation from previous data at very
low energy (with a total error now reduced to 8%). Because of this reduction the CNO neutrino yield
in the Sun is decreased by about a factor of two. Thanks to the relatively small error on the cross
section, it will be possible in the near future to measure the carbon and nitrogen content of the Sun
core by comparing the predicted CNO neutrino flux with the measured one.

4 AGB stars and Classical Novae

A rich program of nuclear astrophysics mainly devoted to CNO, Ne-Na and Mg-Al cycles started a
few years ago after the solar phase of LUNA. Of particular interest are those bridge reactions which
are connecting one cycle to the next, as 15N(p,γ)16O [11] and 17O(p,γ)18F [12], the latter competing
with 17O(p,α)14N [13], or which are key ingredients of gamma astronomy, as 25Mg(p,γ)26Al [14].

Due to the higher Coulomb barrier of the reactions involved, the cycles become important at
temperatures higher than the one of our Sun, i.e. during hydrogen burning in the shell of AGB stars
and during the thermonuclear runaway of classical Novae (about 30-100, and 100-400 million degrees,
respectively). Relatively unimportant for energy generation, these cycles are essential for the cooking
of the light nuclei up to 27Al. In particular, LUNA is now measuring 22Ne(p,γ)23Na [15], the reaction
of the Ne-Na cycle with the highest uncertainty, and 23Na(p,γ)24Mg, the reaction connecting the Ne-
Na cycle to the Mg-Al one.

5 What next: helium and carbon burning

After hydrogen burning the natural evolution of LUNA is the study of the next steps in the fusion
chain towards 56Fe: helium and carbon burning. In particular, 12C(α,γ)16O determines the abundance
ratio between carbon and oxygen, the two key elements to the development of life, and it shapes
the nucleosynthesis in massive stars affecting the outcomes of both thermonuclear and core-collapse
supernovae.

Equally important are 13C(α,n)16O and 22Ne(α,n)25Mg, the sources of the neutrons which syn-
thesize half of the trans-iron elements through the S-process: neutron capture followed by β decay.
Finally, the 12C+12C fusion reaction is switching on the carbon burning. Its rate determines the evo-
lution of a massive star up to a slowly cooling white dwarf or up to a core-collapse supernova. It also
affects the ignition conditions and time scales of thermonuclear supernovae, the standard candles of
Cosmology.

This program requires a new 3.5 MV accelerator which is going to be installed underground in
the north side of Hall B of Gran Sasso in spring 2018. The accelerator room (fig.2) will have 80cm
thick concrete walls and ceiling working as neutron shielding. The room will host a single-ended
electrostatic accelerator, with two beam lines (only one of them fed at a time) able to deliver H, He+,
C+ and C2+ beams at high current (from 1 mA of H to 100 eµA of C2+). After the underground
mounting of the accelerator and its commissioning, the first physics run will start at the beginning of
2019.
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Figure 2. The LUNA-MV facility in the north side of Hall B at LNGS and the 3.5 MV accelerator.

6 Conclusions

Underground nuclear astrophysics was born twenty five years ago in the core of Gran Sasso, with the
aim of measuring cross sections at very low energy. After the solar phase, LUNA is now studying
the hydrogen burning reactions which are responsible for the cooking of the light elements in AGB
stars and classical Novae. The future of LUNA is going to start with the installation of a new 3.5 MV
accelerator in spring 2018 and it will be focused on the study of helium and carbon burning in stars.
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Abstract. Big Bang Nucleosinthesis (BBN) theory provides definite predictions for the
abundance of light elements produced in the early universe, as far as the knowledge
of the relevant nuclear processes of the BBN chain is accurate. At BBN energies
(30 ! Ecm ! 300 MeV) the cross section of many BBN processes is very low because of
the Coulomb repulsion between the interacting nuclei. For this reason it is convenient to
perform the measurements deep underground. Presently the world’s only facility operat-
ing underground is LUNA (Laboratory for Undergound Nuclear astrophysics) at LNGS
("Laboratorio Nazionale del Gran Sasso", Italy). In this presentation the BBN measure-
ments of LUNA are briefly reviewed and discussed. It will be shown that the ongoing
study of the D(p, γ)3He reaction is of primary importance to derive the baryon density of
universe Ωb with high accuracy. Moreover, this study allows to constrain the existence of
the so called "dark radiation", composed by undiscovered relativistic species permeating
the universe, such as sterile neutrinos.

1 Big Bang Nucleosynthesis

Big Bang Nucleosynthesis (BBN) occurs in the first minutes of cosmic time, as result of the competi-
tion between the expansion of the Universe and the nuclear reaction rates. The expansion rate of the
universe is governed by the Freidmann equation:

H2 =
8π
3

Gρ (1)

Were H is the Hubble parameter, G is the Newton’s gravitational constant and ρ is the energy density
which, in the early Universe, is dominated by the "radiation", i.e. the contributions from massless or
extremely relativistic particles. The radiation density is often expressed as follows:

ρ = ργ

⎛
⎜⎜⎜⎜⎜⎝1 +

7
8

(
4

11

)4/3

Ne f f

⎞
⎟⎟⎟⎟⎟⎠ (2)

In this formula ργ is the photon density and Ne f f is the contribution of other relativistic species. Using
this formula Ne f f = 3.046 if only the three known neutrino families are considered.
Constraints on cosmology and particle physics can be obtained by comparing the result of direct
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observations of light isotopes (2H, 3He, 4He, 6Li, 7Li) in primordial astrophysical sites with BBN
calculated abundances. Therefore, are very important both the accuracy of astronomical observations
and the precise determination of nuclear cross sections of BBN leading processes.

2 Nuclear Astrophysics

At energies of interest in astroparticle physics (0.01 ÷ 1 MeV) the cross-section σ(E) drops almost
exponentially with decreasing energy E, due to the repulsion of charged nuclei. For this reason, in
nuclear astrophysics the nuclear cross section σ(E) is often factorized as follows:

σ(E) =
S (E)e−2πη

E
(3)

In this formula, the exponential term takes into account the Coulomb barrier, while the astro-
physical factor S (E) contains all the nuclear effects. The Sommerfeld parameter η is given by
2πη = 31.29Z1Z2(µ/E)1/2. Z1 and Z2 are the nuclear charges of the interacting nuclei. µ is their
reduced mass (in units of a.m.u.), and E is the center of mass energy (in units of keV). Due to the
low reaction yield, direct measurements at low energy are severely hampered by the background in-
duced by cosmic rays. For this reason the LUNA collaboration carries out its measurements with the
world’s only underground accelerator facility, operating at the "Laboratori Nazionali del Gran Sasso"
(LNGS). In fact, the ultra-low background at LNGS makes possible to study the nuclear reactions
well below the Coulomb barrier.

The BBN production of 7Li is dominated by the 3He(α,γ)7Be reaction, with subsequent decay of
radioactive 7Be to 7Li. The 3He(α,γ)7Be reaction was studied at LUNA using two different experi-
mental techniques: by detecting the promptly emitted γ-rays from the reaction and by measuring the
7Be activity created in the experiment. The setup consisted of a windowless 3He gas target, a 4He+
beam and a high purity germanium detector (HPGe) to measure the prompt γ’s yield. The 7Be activity
of the beam stopper were also measured with a HPGe detector installed underground. Figure 1 shows
the LUNA result and literature data [1]. Note that only the LUNA data are well inside the BBN energy
region. The LUNA result exacerbates the "lithium problem", excluding a nuclear solution to solve the
tension between theory and observations.

Standard BBN production of 6Li is dominated by just one nuclear reaction, 2H(α,γ)6Li. Before
LUNA no direct measurements were performed inside the BBN energy region, making the BBN
calculation concerning 6Li very uncertain. The 2H(α,γ)6Li S-factor has been recently measured at
low energy by LUNA, with an α beam and a windowless deuterium gas target. The main problems
for this experiment were the very low cross section (about 60 pb at Ecm = 133 keV) and the existence
of a significant beam induced background. Figure 1 shows the LUNA result together with previous
direct measurements [1, 2] and theoretical calculations [3]. The direct LUNA measurement excludes
a nuclear solution to explain the debated overabundance of this isotope in metal poor stars.

The deuterium abundance is very important because it is determined from direct observations at
the level of 1% [4] and it is very sensitive to Ωb and to Ne f f . The primordial abundance of deuterium
depends on the four reactions shown in table 1. Its theoretical error is twice with respect to the
uncertainty obtained by direct observations, and it is mainly due to the uncertainty of 2H(p,γ)3He
cross section data [8]. The uncertainty due to this reaction is even larger if ab initio prediction is
taken into account. Figure 1 shows the data of the 2H(p, γ)3He reaction in literature. Note that
only a single dataset of S 12 is currently available in the relevant BBN energy range, in which the
authors state systematic uncertainty of 9% [6]. However the fit of experimental data is about 20%
lower than the theoretical calculation [7]. In this plot the LUNA data obtained with the previous 50
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Figure 1. Left: astrophysical S-factor data of the 3He(α, γ)7Be reaction as a function of the center-of-mass
energy. A theoretical curve and the ab initio prediction are also shown. Center: astrophysical S-factor data
of the 2H(α, γ)6Li reaction as a function of the center-of-mass energy. The LUNA data are shown with all the
previous direct measurements. The continuous lines show the theoretical E1, E2, and total S 24 factors describing
recent Coulomb dissociation data. Right: S-factor data for the reaction 2H(p, γ)3He. the red solid curve shows
the prediction of recent ab initio theoretical calculation. See [1] and references therein.

Table 1. List of the leading reactions and corresponding rate symbols controlling the deuterium abundance
after BBN. The last column shows the error on the ratio D/H coming from the uncertainty in the cross section of

each reaction, for a fixed baryon density Ωbh2 = 0.02207 [8].

Reaction Rate Symbol σD/H · 105

p(n, γ)2H R1 ±0.002
d(p, γ)3He R2 ±0.062
d(d, n)3He R3 ±0.020
d(d, p)3H R4 ±0.0013

kV pilot accelerator are also shown. The present LUNA 400 kV facility make possible to extend
the measurements up to Ecm = 266 keV , i.e. well inside the BBN energy range. Figure 2a) shows
the scheme of the setup where a barrel BGO detector is implemented. The ongoing measurements
are performed with the proton beam produced by the 400 kV accelerator, a windowless deuterium
gas target and a 4π BGO crystal to detect prompt γs [5]. The study with the BGO detector will be
accomplished by using a different layout in which a Germanium detector is faced to the gas target
in a close geometry, as shown in figure 2b). With this configuration can be inferred the angular
distribution of photons emitted by the 2H(p, γ)3He reaction, exploiting the doppler effect affecting the
energy of γ’s produced along the beam line. Figure 3 shows the result of a preliminary measurement
measurement performed with the HPGe detector. The energy distribution of emitted photons is well
in agreement with ab initio calculation (see figure caption).

3 Conclusions

The lack of data of the 2H(p,γ)3He reaction is presently the main obstacle to improve the accuracy of
Ωb and Ne f f values. The study of the 2H(p, γ)3He reaction in the BBN energy range is in progress

 
 

DOI: 10.1051/, 0 (2017) 713601009136 1009 epjconf/201EPJ Web of Conferences
RICAP16

3
 
 

                                                                           52



Figure 2. a): Scheme of gas target setup and BGO detector. b): Scheme of gas target setup and HPGe detector.
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Figure 3. Simulated spectra of the 2H(p, γ)3He reaction, assuming isotropic (green) and ab initio (blue) angular
distribution at Ecm = 112.5 keV . The experimental data (red) are also shown. Data have been normalized to
remark the close agreement with the ab initio angular distribution.

with the LUNA400 facility at the underground Gran Sasso laboratory. The goal is to reach an accuracy
at the 3% level, considerably better than the 9% uncertainty estimated in [6] and much lower than the
20% difference between data and nuclear calculations.
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Feasibility study of the 13C(α, n)16O reaction at LUNA
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1INFN, Laboratori Nazionali del Gran Sasso (LNGS), 67100 Assergi, Italy
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Abstract. The 13C(α, n)16O reaction determines the dominant neutron source of the s-
process in thermally pulsing, low-mass, asymptotic giant branch (TP-AGB) stars. The
temperature during the s-process in the 13C pocket of 90×106 K corresponds to a Gamow
window of 140-230 keV. Since this energy is far below the Coulomb barrier, the cross
section of this reaction is extremely small and its rate can only be extrapolated from
the measurements at higher energies. At present, the cross section at Gamow peak is
uncertain by almost one order of magnitude.
An experimental campaign aimed at measuring low energy cross section in 13C(α, n)16O
is scheduled at the underground LUNA-400 accelerator in Gran Sasso Laboratory, Italy.
The unique underground location of this facility offers significant improvement in sen-
sitivity compared with previous investigations. It will allow to establish the interference
pattern of the resonances and the absolute scale of this reaction.

1 Introduction
The 13C(α, n)16O reaction is the major neutron source for the s-process in thermally pulsing, low
mass, asymptotic giant branch (TP-AGB) stars [1]. The energy generation in such stars occurs in the
H and He burning shells, separated by a thin He-rich intershell region, surrounding the inert C/O core.
During H burning, the He concentration increases to the point of igniting He burning at the bottom of
the intershell. Because of the heat generated during the He burning, the intershell becomes convective.
The star expands and cools down thus inhibiting H burning in the outer layers. The He flash ends when
most of the He has been consumed in the shell. The star contracts again and H burning is reactivated.
These alternating H and He burning phases are repeated up to 40 times.

The main s-process is assumed to take place during the phase prior to the He flash when hydrogen
is mixed from the convective envelope into the He intershell. The 13C is produced by the reaction
sequence 12C(p, γ)13N(β−ν)13C that leads to the formation of the so-called 13C pocket, a thin layer
enriched in 13C. The temperature during the s-process in the 13C pocket reaches 90 × 106 K corre-
sponding to a Gamow window of 140-230 keV for the reaction 13C(α, n)16O. Since this energy is far
below the Coulomb barrier, the cross section is extremely small and not accessible to direct measure-
ments. For this reason, its value has to be determined by extrapolation of measurements at higher
energies, as shown in Figure 1.

The extrapolation is complicated by the unknown influence of a broad subthreshold state and by
two subthreshold resonances. Our goal is to measure the S-factor at energies closer to the Gamow
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Figure 1. Astrophysical S-factor of the 13C(α, n)16O reaction, the
blue area defines the Gamow window [1], [2], [3], [4], [5], [6].

Table 1. 13C(α, n)16O reaction rate for a
current of 200 µA on a 100% 13C enriched

target.

Eα [keV] cph
400 320
375 100
350 30
300 1.5
275 0.2
250 0.03
200 10−4

window with respect to previous experiments and with high precision in order to facilitate the ex-
trapolations. In Table 1 the rate in counts per hour (cph) for the 13C(α, n)16O reaction is shown as a
function of beam energy (for a current of 200 µA).

2 LUNA-400

The LUNA experiment is located in the Gran Sasso Underground Laboratory (LNGS) in Italy [7].
This is the largest underground laboratory in the world that hosts experiments in particle physics,
particle astrophysics and nuclear astrophysics. The underground facilities have been built at the side
of the ten kilometers long highway tunnel crossing the Gran Sasso Mountain, between L’Aquila and
Teramo, about 120 km from Rome. The rock overburden of about 1400 m (3800 m water equivalent)
reduces the muon component of the cosmic background by a factor of 106, the neutron component by
a factor of 103, and the gamma component by a factor of 10 with respect to a laboratory on the Earth’s
surface. The reduced rate of low energy neutrons in LNGS, about 10−3 n/cm2 per hour [8], can be
compared to the reaction yield shown in Table 1.

The LUNA setup is composed of a 400 kV electrostatic accelerator providing high intensity proton
or alpha beams. The beam can be delivered to a solid or gas target system. The low yield expected in
this experiment requires targets with high resistance against ion bombardment.

3 Targets

The selection and the production of the 13C target is of primary importance for this measurement,
given the high beam intensity that they must withstand without deterioration. Two options are avail-
able within the LUNA-400 setup, gaseous or solid targets.

For the gas target, three molecules were considered CH4, CO2, CO all enrichment in 13C up to
99%. The major problems for the gas target is so-called beam heating effect: the density of the target
may decrease along the beam path because of heat transfer from the intense ion beam. The tests on
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Figure 2. Reaction yield of the 13C(p, γ) resonance
at 448.5 keV for a fresh target and after an integrated
charge of 1 C [1].

Figure 3. Example of the raw preamplifier traces
showing the risetimes from three different sources
within a 3He tube: a microdischarge (red), an alpha-
particle trace (gray) and a neutron trace (black).

Figure 4. PSD method applied to data acquired un-
derground in air with EJ-426 detector.

Figure 5. PSD results for BC-501A detector.

beam heating were carried out at LUNA using Nuclear Resonance Analysis (NRA) on a mixture of
CH4+N2 (95%+5%). The analysis is still ongoing.

One of the most severe problems related to solid state targets exposed to α beam is the blistering
effect: particles implanted into the target are trapped inside the material forming macroscopic bubbles.
The bubbles increase in size during the implantation process and built up pressure. Eventually they
explode and destroy the involved area of the target. Previous experiment [1] have shown that targets
with a typical density of 22 µg/cm2 can withstand a collected charge of 1 C equivalent to 1.5 h at an
intensity of 200 µA (see Figure 2).

Several targets, with 13C enrichment up to 99%, are under consideration with different bulk, sub-
strate and deposition techniques. For the bulk materials we are evaluating Au, Ta, Ni, Cu, sapphire and
diamond: the last two are known for their optimal mechanical strength and heat dissipation capabili-
ties, while gold and tantalum do not contribute to beam-induced background in the region of interest.
The substrates we are evaluating are Au and graphene or none (deposition directly on the bulk). The
available deposition technique are implantation, polymerisation and electron gun evaporation.

A preliminary test on few solid targets will be performed at the Legnaro National Laboratory
with the accelerator line CN-7 MV: this machine is powered by a Van de Graaff generator capable of
providing ion beams with energies up to 7 MeV and currents up to 3 µA. For this tests the collaboration
is preparing the following targets: Au + implantation, Ta + evaporation, Ta + polymer and sapphire
+ Au + evaporation.
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3.1 Detectors

Given the low reaction yield, the efficient detection of neutrons is of paramount importance for the
measurement of 13C(α, n)16O reaction. A secondary requirement is the capability of rejection for non
neutron signals. Finally a low-background detector would be desired. Several alternatives are under
consideration: plastic scintillator, liquid scintillator and 3He counters.

The most common reaction used for high efficiency thermal neutron detection is 3He(n, p)3H,
where both the proton and the 3H are detected by a 3He-filled proportional counters. They offer high
detection efficiency with excellent gamma discrimination (Figure 3).

EJ-426-0 plastic scintillator-based detector is a homogeneous matrix of fine particles of Lithium-
6-Fluoride (6LiF) and Zinc Sulfide phosphor (ZnS:Ag) compactly dispersed in a colourless binder.
Thermal neutrons are captured through the reaction 6Li(n, 3H)α (Q=4.78 MeV). The producer claims
that the detector has low intrinsic background, is insensitive to gamma rays, has a 50% intrinsic
efficiency for thermal (0.025 eV) neutrons, that falls sharply with increasing neutron energy and can
be used with a Pulse Shape Discriminating (PSD) electronic chain to maximise its gamma rejection
capability (Figure 4).

The BC501A is a liquid scintillator, made from a mixture of several organic molecules in liquid
form with xylene as solvent. This scintillator is particularly effective in separating neutrons from
γ-rays using PSD (Figure 5).

4 Conclusions

The proposed experiment will reduce the uncertainties in s-process in AGB stars by precisely measur-
ing the cross-section of the reaction 13C(α, n)16O close to the Gamow window. A feasibility campaign
has started at LUNA by studying enriched 13C targets, both solid and gaseous, and qualifying low
background neutron detectors. A preliminary test on solid targets is already scheduled at Laboratori
Nazionali di Legnaro. The 13C(α, n)16O measurement in LUNA is scheduled for fall 2017.
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White Rabbit Facility
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Abstract. We describe a White Rabbit Facility for time synchronization we are preparing
for the future Cherenkov Telescope Array observatory,

1 Introduction

Upcoming Gamma-Ray and Cosmic-Ray experiments require relative time calibration of all detector
components with (sub-)nanosecond precision. White Rabbit (WR) [1] is a time-deterministic, low-
latency Ethernet-based network that provides nanosecond accuracy and sub-nanosecond precision of
clock synchronization for large distributed systems. Its aim is to combine the real-time performance of
industrial networks and the flexibility of the Ethernet protocol with the accuracy of dedicated timing
systems. White Rabbit is capable of synchronizing more than 1000 nodes, see figure 1, connected by
fibers of up to 10km in length, with sub-nanosecond accuracy. It uses a robust, prioritized message
delivery system. White Rabbit time synchronization packets are routinely flagged as high priority, but
other critical Ethernet packets may be priority-flagged as well.

Figure 1: Scheme of White Rabbit network, from http://www.ohwr.org/projects/white-rabbit/wiki
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WR is currently being implemented as the next version of the IEEE 1588 standard, the Precision
Time Protocol (PTP) and there is a large and active community of White Rabbit users and contribu-
tors (CERN, GSI, DESY). Several astroparticle experiments (HiSCORE, CTA, IceCube, LHAASO,
km3Net, IceCube-Gen2) [2, 3] have also decided on the use of hardware based on the common and
open WR solution. Non-White Rabbit devices may be connected to the WR network via a standard
network interface card and operated within the WR network.

2 White Rabbit facility

The Roma Tor Vergata group is preparing a timing synchronization test facility based on the White
Rabbit system. To fulfil the Cherenkov Telescope Array (CTA) requirements on event time stamping
and dead time monitoring accuracy, the White Rabbit system has been chosen by the CTA Consortium.
This facility will be used for the next gamma array telescope Cherenkov Telescope Array (CTA)
[4, 5] but also for other future experiments. A common requirement for all the telescopes is the time
stamping of the measured events. The required relative accuracy of these time stamps for CTA is <
10 ns, the goal accuracy is < 2 ns. This relative accuracy and precision must be achieved between all
different types of telescopes and camera combinations.

Figure 2 a shows several PCs for mounting the SPECs 2 b. The baseline ingredients are (1) WR-
Switches [6] (WRS) ( Fig. 2 (c)) and (2) WR-Nodes (Fig. 2 (b)), connected by standard Gigabit
Ethernet fibers. The WRS are arranged like in a normal ethernet-network; the central WRS (Grand
Master Switch) acts as the time source (e.g. connected to a GPS antenna). White Rabbit is build on
Gigabit Ethernet (1000base-BX10) and takes advantage of the Ethernet standards SyncE and Precision
Time Protocol. It offers sub-ns precision, with excellent clock phase stability. It utilizes one fiber for
each WR-node for both synchronization and user data, and compensates dynamically for clock drifts
due to e.g. environmental influences (temperature).

(a) WR setup

(b) WR SPEC cards

(c) WR switch

Figure 2: WR facility

The WR-node allows to interface the user system (eg. the DAQ of a detector station or a telescope)
to the WR-time system: by either time-stamping signals from the detector and/or by supplying clock-
information (like PPS or periodic clock signals) to the detector. As the WR-node device we use for
this work the Simple PCIe FMC carrier (SPEC) [7], shown in Fig. 2 (b) - a reliable workhorse of the
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WR- community. It has a Spartan-6 FPGA (with the WR PTP Core, optional custom firmware and
software) and can accommodate FMC-mezzanine cards. We use the FMC-DIO5Ch [8], a 5 channel
digital I/O card, for analog/digital trigger input, control signals, and PPS/MHz clock output (e.g. for
clock performance tests).

3 Results

The calibration of the WR setup (optical fibers, internal delays), and the monitoring their stability are
key measurements to ensure a good performance . In figure 3 we study the delay between the PPS
from master and the PPS from slave when different optical fiber’s length are used. The measurements
were done using an oscilloscope to visualize both PPS. We observed that the fluctuations are well
below the nanosecond. Also, we study the stability of the system for a period of 21 hours. In the same
figure we show the delay as a function of time, where we can check if the delay between the PPS is
always below the nanosecond.

time [s]
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PP
S 

de
la

y 
[p

s]

200−

150−

100−

50−

0

50

White Rabbit synchronization stability

Figure 3: WR monitoring examples. Top figure shows the delay distribution between PPS from
master and PPS from slave for two fibers of 3 m and 5 km. Bottom figure shows the stability of the
synchronization for a 21 hours run, red dots are the averages over 25 minutes, dashed lines indicates
1 sigma deviation.
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4 Conclusions

We have a multi purpose White Rabbit test facility at Tor Vergata Rome where the monitoring and
the calibration of the system its done automatically using python scripts. In order to fulfill the CTA
specification we have modify the White Rabbit firmware and implement the interface with the camera
electronics. We also plan to implement the White Rabbit system providing the time synchronization
for the camera demonstrator od ASTRI telescope [9].
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Abstract. High-energy cosmic rays, impinging on the atmosphere of the Earth initiate
cascades of secondary particles, the extensive air showers. The electrons and positrons
in the air shower emit electromagnetic radiation. This emission is detected with the LO-
FAR radio telescope in the frequency range from 30 to 240 MHz. The data are used
to determine the properties of the incoming cosmic rays. The radio technique is now
routinely used to measure the arrival direction, the energy, and the particle type (atomic
mass) of cosmic rays in the energy range from 1017 to 1018 eV. This energy region is of
particular astrophysical interest, since in this regime a transition from a Galactic to an
extra-galactic origin of cosmic rays is expected. For illustration, the LOFAR results are
used to set constraints on models to describe the origin of high-energy cosmic rays.

1 Introduction

Cosmic rays (ionized atomic nuclei) impinge on the Earth with (kinetic) energies covering a wide
range from MeV energies up to beyond 1020 eV. At energies below ∼ 100 MeV they are accelerated
in energetic outbursts of the Sun. At higher energies, the are assumed to originate in our Milky Way,
being accelerated in Supernova remnants (e.g. [1, 2]. At energies exceeding 1018 eV it becomes
increasinlgy difficult to magnetically bind the particles to our Galaxy. Thus, particles with energies
above ∼ 1018 eV are usually considered to be of extra-galactic origin. A transition from a Galactic to
an extra-galactic origin of cosmic rays is expected at energies around 1017 to 1018 eV [3, 4].

In this paper we will shed new light on the understanding of the origin of cosmic rays in the
transition region (1017−1018 eV). This necessitates a precise measurement of the properties of cosmic
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rays, namely their arrival direction (on the sky), their (kinetic) energy, and their particle type (atomic
mass A).

The flux of cosmic rays is steeply falling, approximately following a power law ∝ E−3. In our re-
gion of interest, cosmic rays are only measured indirectly, using large ground-based detector installa-
tions. High-energy cosmic rays impinging on the atmosphere, initiate cascades of secondary particles,
the extensive air showers. The challenge of the indirect measurements is to derive the properties of
the incoming cosmic rays from air-shower observations. Most challenging is the measurement of the
particle type, since the sensitivity of air shower measurements is only proportional to ln A. Intrinsic
shower fluctuations allow to divide the measured cosmic rays in up to five mass groups for the best
experiments [5].

The radio measurement of air showers to determine the properties of cosmic rays is briefly
sketched in Sect. 2. The method is used to determine the properties of cosmic rays as outlined in
Sect. 3. One of the key results obtained is the mass composition of cosmic rays in the transition
region. Implications on our understanding of the origin of cosmic arys will be discussed.

2 Radio detection of air showers
Many secondary particles in extensive air showers are electrons and positrons. They emit radiation
with frequencies of tens of MHz mainly due to interaction with the magnetic field of the Earth. Radio
detection of air showers is suitable to measure the properties of cosmic rays with nearly 100% duty
cycle [6, 7].

The LOFAR radio telescope [8, 9] is one of the leading installations for the LOFAR radio mea-
surements of air showers. LOFAR is a digital radio telescope. Its antennas are spread over several
European countries and are used together for interferometric radio observations in the frequency range
of 30 − 240 MHz. The density of antennas increases towards the center of LOFAR, which is located
in the Netherlands. Here, about 2400 antennas are clustered on an area of roughly 10 km2 with in-
creasing antenna density towards the center. This high density of antennas makes LOFAR the perfect
tool to study features of the radio emission created by extensive air showers. The radio antennas have
been calibrated with in-situ measurements, using a reference source and Galactic emission [10].

Air shower measurements are conducted based on a trigger received from an array of scintillators
(LORA) [11, 12], which results in a read-out of the ring buffers that store the raw voltage traces
per antenna for up to 5 s. LOFAR comprises two types of antennas. While air showers have also
been measured in the high-band (110 − 240 MHz), most air showers are measured with the low-band
antennas (LBA), which cover the frequency range from 10 − 90 MHz. The LBAs are arranged in
compact clusters of 96 antennas, called stations. Of every station either the inner group or the outer
ring of antennas (48 antennas each) can be used for cosmic-ray measurements at a given time.

In the last years the radio technique has been established as a precise method to measure the
mass composition of cosmic rays. The LOFAR measurements together with the predictions of the
CoREAS [13] simulation package result in a complete understanding of the emission mechanisms.
With LOFAR the properties of the radio emission have been measured with high accuracy [14–16] in
the frequency range 30−80 MHz, which allows us to establish key features, such as the lateral density
distribution of the radio signals [17, 18], the shape of the shower front [19], and the polarization
of the radio signal [20, 21]. These measurements help to understand the emission processes in the
atmosphere and to quantify the contributions of the two mechanisms, being responsible for the radio
emission of air showers – namely the geomagnetic effect (i.e. charge separation in the geomagnetic
field) and the Askaryan effect (charge excess in the shower front). We obtained the first quantitative
measurements in the frequency range 120 − 240 MHz [22]. We also recorded air showers during
thunderstorm conditions [23, 24] and measured the structure of electric fields in the atmosphere.
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Figure 1. Average depth of the shwoer maximum Xmax as a function of cosmic-ray energy [29]. The LOFAR
radio results are compared to optical measurements. For details and references see [29]. The lines represent
predictions for protons (green) and iron nuclei (red) for the hadronic interaction models QGSJETII.04 (solid) and
EPOS-LHC (dashed).

3 Properties of cosmic rays

Direction

The excellent time resolution of LOFAR with ns accuracy allows to measure the shape of the shower
front [19]. It is found that a hyperboloid describes the measurements best. Such a behavior has been
found earlier by the LOPES experiment [25]. In order to estimate the accuracy of the measurement
of the arrival direction of the shower, the same measured air showers have been reconstructed with
different assumptions (plane, sphere, hyperboloid). These investigations indicate an uncertainty for
the direction reconstruction of the order of 0.1◦to 0.5◦.

Energy

The recording of radio signals in the frequency range of interest (30 − 80 MHz) provides an excellent
calorimetric measure of the energy contained in the electromagnetic component of the air shower
and, thus, provides a good measure of the energy of the shower-inducing particle. The integral over
the measured energy fluence distribution on the ground is proportional to the energy of the incoming
cosmic ray. A resolution around 30% for the cosmic-ray energy is obtained with LOFAR [26]. Similar
investigations at the Pierre Auger Observatory indicate that a resolution around 25% is possible for
high-quality showers [27, 28].
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Figure 2. Left: Mean logarithmic mass of cosmic rays as a function of energy, for details, see [30]. Right: Three-
component model of the origin of cosmic rays according to [30]: ’regular’ supernovae, Wolf Rayet component,
and an extra-galactic component.

Particle type

The good agreement between the measurements and the predictions of the CoREAS code is essential
to identify the type of incoming cosmic ray. This is inferred from the (atmospheric) depth of the
shower maximum Xmax, one of the standard measures to estimate ln A. To measure Xmax [26, 29] we
analyse simultaneously measurements of the radio emission and the particle detectors. The arrival
direction and energy of each cosmic ray are determined first. Then, simulations for primary protons
and iron nuclei are conducted for each measured shower with its corresponding direction and energy.
Due to the intrinsic shower fluctuations is it sufficient to simulate only protons and iron nuclei to cover
the parameter space in Xmax. The predictions for the signals in the particle detectors and the radio
antennas are compared on a statistical basis to the measured values. This method is used to determine
Xmax with an accuracy of better than ∼ 20 g/cm2 with the dense LOFAR core, thus, reaching the state
of the art – the uncertainty of the Pierre Auger Observatory fluorescence detector. The Xmax values
obtained are depicted as a function of energy in Fig. 1 together with other measurements. The latter
apply different techniques, namely measuring Cherenkov and fluorescence light from the air showers.
The figure illustrates the good agreement between the radio measurements and the established optical
methods.

The measured values for the depth of the shower maximum Xmax are converted to the mean loga-
rithmic mass of cosmic rays

⟨ln A⟩ =
(

Xmax − Xp
max

XFe
max − Xp

max

)
× ln AFe.

This necessiates predictions for the depth of the shower maximum for impinging protons and iron
nuclei, Xp

max and XFe
max, respectively. These are illustrated as lines in Fig. 1: protons (green) and iron
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nuclei (red). The resulting mean mass is depicted in Fig. 2 (left) as a function of energy for the
LOFAR results together with the world data set [30]. Two hadronic interaction models are used
(EPOS-LHC and QGSJETII.04, dashed and solid lines in Fig. 1, respectively) to interpret the data.
Both interaction models are tuned to LHC data but uncertainties remain, when extrapolating to the
cosmic-ray parameter space.

Origin of cosmic rays

To understand the implications of the LOFAR measurements and the available world data set from
direct and indirect measurements a model has been developed to consistently describe the observed
energy spectrum and mass composition of cosmic rays with energies up to about 1018 eV [30]. We
assume that the bulk of Galactic cosmic rays is accelerated by strong Supernova remnant shock waves
[31]. Our study shows that a single Galactic component with rigidity-dependent energy cut-offs in
the individual spectra of different elements cannot explain the observed all-particle spectrum at en-
ergies exceeding ∼ 2 · 1016 eV. Similar findings have already been obtained earlier [32]. We discuss
two approaches for a second component of Galactic cosmic rays: re-acceleration at a Galactic wind
termination shock and Supernova explosions of Wolf-Rayet stars. The latter scenario can explain al-
most all observed features in the all-particle spectrum and the mass composition of cosmic rays up
to ∼ 1018 eV, when combined with a canonical extra-galactic spectrum as expected from strong radio
galaxies or a source population with similar cosmological evolution. The resulting spectrum is shown
in Fig. 2 (right). In this two-component Galactic cosmic-ray model, the ’knee’ at ∼ 4 · 1015 eV and
the ’second knee’ at ∼ 4 · 1017 eV in the all-particle spectrum are due to the fall-offs of the first and
second Galactic cosmic-ray components, respectively.

4 Summary

The radio detection of extensive air showers enables us to measure the properties of cosmic rays above
energies exceeding 1017 eV with high precision of ∼ 0.1◦ − 0.5◦for the arrival direction, ∼ 30% for
the energy, and to better than ∼ 20 g/cm2 for the depth of the shower maximum Xmax.

To illustrate the potential of the LOFAR radio measurements we developed a model to consistently
describe the observed energy spectrum and mass composition of cosmic rays from GeV energies up
to 1020 eV. We adopt a three component model: ’regular’ cosmic rays being accelerated in Supernova
remnants up to ∼ 1017 eV, a second Galactic component, dominating the all-particle flux between
∼ 1017 and ∼ 1018 eV from cosmic rays being accelerated by exploding Wolf-Rayet stars, yielding a
strong contribution of He and CNO elements, and, finally, an extra-galactic contribution at energies
above ∼ 1018 eV.

Acknowledgements

JRH is grateful to the organizers of the RICAP conference for their kind invitation and the great
hospitality.

References

[1] F. Aharonian et al., Astron. & Astroph. 449, 223 (2006)
[2] H. Völk, E. Berezhko, Astron. & Astroph. 451, 981 (2006)
[3] J. Blümer, R. Engel, J.R. Hörandel, Prog. Part. Nucl. Phys. 63, 293 (2009)

 
 

DOI: 10.1051/, 0 (2017) 713602001136 epjconf/201EPJ Web of Conferences
RICAP16

2001 

5
 
 

                                                                           66



[4] M. Nagano, A. Watson, Rev. Mod. Phys. 72, 689 (2000)
[5] J.R. Hörandel, Nucl. Instr. & Meth. A 588, 181 (2008)
[6] T. Huege, Phys. Rept. 620, 1 (2016), arXiv:1601.07426
[7] F.G. Schröder, Prog. Part. Nucl. Phys. 93, 1 (2017), arXiv:1607.08781
[8] M. van Haarlem et al., Astron. & Astrophys. 556, A2 (2013), arXiv:1305.3550
[9] P. Schellart et al., Astron. & Astrophys. 560, A98 (2013), arXiv:1311.1399

[10] A. Nelles et al., JINST 10, P11005 (2015), arXiv:1507.08932
[11] S. Thoudam et al., Nucl.Instrum.Meth. A767, 339 (2014), arXiv:1408.4469
[12] S. Thoudam et al., Astropart. Phys. 73, 34 (2016), arXiv:1506.09134
[13] T. Huege, M. Ludwig, C.W. James, AIP Conf. Proc. 1535, 128 (2013), arXiv:1301.2132
[14] J.R. Hörandel et al., Proceedings of the 33rd International Cosmic Ray Conference, Rio de

Janeiro # 865 (2013)
[15] J.R. Hörandel et al., Proceedings of the 34th International Cosmic Ray Conference, Den Haag

PoS(ICRC2015)033 (2015)
[16] J.R. Hörandel, JPS Conf. Proc. 9, 010004 (2016), arXiv:1509.04960
[17] A. Nelles et al., Astropart.Phys. 60, 13 (2015), arXiv:1402.2872
[18] A. Nelles et al., JCAP 1505, 018 (2015), arXiv:1411.7868
[19] A. Corstanje et al., Astropart.Phys. 61, 22 (2015), arXiv:1404.3907
[20] P. Schellart et al., JCAP 1410, 014 (2014), arXiv:1406.1355
[21] O. Scholten et al., Phys. Rev. D94, 103010 (2016), arXiv:1611.00758
[22] A. Nelles et al., Astropart.Phys. 65, 11 (2014), arXiv:1411.6865
[23] P. Schellart et al., Phys.Rev.Lett. 114, 165001 (2015), arXiv:1504.05742
[24] T.N.G. Trinh et al., Phys. Rev. D93, 023003 (2016), arXiv:1511.03045
[25] W. Apel et al., JCAP 1409, 025 (2014), arXiv:1404.3283
[26] S. Buitinket al., Phys.Rev. D90, 082003 (2014), arXiv:1408.7001
[27] A. Aab et al., Phys. Rev. D93, 122005 (2016), arXiv:1508.04267
[28] A. Aab et al., Phys. Rev. Lett. 116, 241101 (2016), arXiv:1605.02564
[29] S. Buitink et al., Nature 531, 70 (2016), arXiv:1603.01594
[30] S. Thoudam, J.P. Rachen, A. van Vliet, A. Achterberg, S. Buitink, H. Falcke, J.R. Hörandel,

Astron. & Astrophys. 595, 33 (2016), arXiv:1605.03111
[31] S. Thoudam, J.R. Hörandel, Astron. & Astrophys. 567, A33 (2014), arXiv:1404.3630
[32] A.M. Hillas, J. Phys. G31, R95 (2005)

 
 

DOI: 10.1051/, 0 (2017) 713602001136 epjconf/201EPJ Web of Conferences
RICAP16

2001 

6
 
 

                                                                           67



Astrophysical interpretation of Pierre Auger Observatory mea-
surements of the UHECR energy spectrum and mass composi-
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Abstract. We present a combined fit of a simple astrophysical model of UHECR sources
to both the energy spectrum and mass composition data measured by the Pierre Auger
Observatory. The fit has been performed for energies above 5 EeV, i.e. the region of
the all-particle spectrum above the so-called “ankle”’ feature. The astrophysical model
we adopted consists of identical sources uniformly distributed in a comoving volume,
where nuclei are accelerated with a rigidity-dependent mechanism. The fit results suggest
sources characterized by relatively low maximum injection energies and hard spectral
indices. The impact of various systematic uncertainties on the above result is discussed.

1 Introduction

Ultra-high-energy cosmic rays (UHECRs) are particles reaching the Earth from outer space with en-
ergies above 1018 eV. More than half a century after their discovery, their origin is still unknown, but
there is a wide consensus that most of the highest-energy cosmic rays originate outside of our galaxy.
If this is the case, their energy spectrum and mass composition is non-trivially affected by interactions
with photon backgrounds during their propagation through intergalactic space, making it harder to
infer properties of their sources from Earth-based observations. Also, whereas the energy of UHE-
CRs can now be measured with resolution and systematic uncertainty less than 20%, determinations
of their mass are still strongly model-dependent and only possible on a statistical basis.

The Pierre Auger Observatory [1] in western Argentina is the largest UHECR observatory in the
world. It is operated by a collaboration of about 500 members from 86 institutions in 18 countries.
The baseline array for the study of the highest-energy cosmic rays consists of 1 660 water-Cherenkov
stations on a triangular grid with 1 500 m spacing covering a 3 000 km2 area (the surface detector array,
SD), overlooked by 24 telescopes in four locations at the periphery of the array (the fluorescence
detector, FD). The Observatory also includes extra SD stations with closer spacing and three extra
FD telescopes with higher elevation for the study of lower-energy cosmic rays, and various other
facilities for atmospheric monitoring, R&D, and interdisciplinary studies.
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Table 1. The propagation models used in this work (see ref. [7] and references therein for details) and the
resulting best-fit parameter values and fit deviances (assuming epos LHC showers and no systematic errors)

model MC code photodisint. EBL γ log10

(
Rcut
V

)
Dmin

D(J)
D(Xmax)

SPG SimProp PSB Gilmore +0.94+0.09
−0.10 18.67±0.03 178.5 18.8

159.8
SPD SimProp PSB Domínguez −0.45±0.41 18.27+0.07

−0.06 193.4 21.1
172.3

STG SimProp TALYS Gilmore +0.69+0.07
−0.06 18.60±0.01 176.9 19.5

157.4
CTG CRPropa TALYS Gilmore +0.73+0.07

−0.06 18.58±0.01 195.3 33.6
161.7

CTD CRPropa TALYS Domínguez −1.06+0.29
−0.22 18.19+0.04

−0.02 192.3 21.2
171.1

CGD CRPropa Geant4 Domínguez −1.29+0.38
−∞? 18.18+0.06

−0.04 192.5 19.2
173.3

The FD can only operate during clear moonless night (duty cycle ≈ 15%), but it provides us with
near-calorimetric measurements of shower energies. These are used to calibrate the energy scale of
the SD, which has duty cycle ≈ 100%. The FD also provides us with measurements of the shower
maximum depth Xmax, the most important observable sensitive to the mass composition of UHECRs.

We present the result of a simple phenomenological model of UHECR sources to Pierre Auger
Observatory measurements of the energy spectrum and Xmax distributions for energies above 1018.7 eV,
as a demonstration of the constraining power of Auger data. The source model is not necessarily
intended to be astrophysically plausible. The data above 1018.7 eV consist of 15 bins for the energy
spectrum [2] and 110 non-empty bins for the Xmax distributions [3]. Most of these results were already
presented in refs. [4, 5]. An updated version of this work will be published in ref. [6].

2 The models we used

2.1 The astrophysical sources

In this work, we assume that all UHECR sources are identical, with constant comoving density, and
they emit hydrogen-1, helium-4, nitrogen-14 and iron-56 with a broken exponential rigidity cutoff,
Qi(Einj) = Q0 pi(Einj/EeV)−γ for Einj ≤ ZiRcut and Q0 pi(Einj/EeV)−γ exp(1 − Einj/ZiRcut) for Einj ≥
ZiRcut. The free parameters of the fit are the normalization constant Q0, the spectral parameters γ and
Rcut, and three of the mass fractions pi (the fourth being bound by

∑
i pi = 1). The choice of cutoff

shape is motivated by numerical convenience rather than astrophysical plausibility, but we will also
show the effects of using a different cutoff shape.

2.2 The propagation through intergalactic space

We simulate the propagation of UHECRs using two publicly available Monte Carlo codes (Sim-
Prop v2r3 and CRPropa 3), along with two models for the extragalactic background light (EBL)
spectrum and evolution (Gilmore et al. 2012 and Domínguez et al. 2011) and three models of pho-
todisintegration cross sections (PSB, TALYS and Geant4), in the combinations listed in table 1. An
overview of the differences between the two simulation codes and the effects of different EBL and
photodisintegration models can be found in ref. [7].

2.3 Interactions in the atmosphere

We model the Xmax distribution for each primary energy and mass number as a Gumbel distribu-
tion [8] with parameter values found by fitting it to the results of CONEX simulations of air showers
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assuming epos LHC [9], sibyll 2.1 [10] or QGSJET II-04 [11] as the hadronic interaction model.
We then multiply these distributions by the detector acceptance and convolve them by the detector
resolution [3].

3 Our results
3.1 The reference fit

Using the SPG model of UHECR propagation, the epos LHC model of air interactions, and neglect-
ing the systematic uncertainties in the measurements, the best fit to the measured energy spectrum
and Xmax distributions is found with a relatively hard source spectral index γ ≈ 1, low cutoff rigid-
ity Rcut ≈ 5 EV (see table 1), and heavy composition (62.0% helium, 37.2% nitrogen, and 0.8% iron).
Similar results have already been found by other authors, e.g. [12, 13]. The deviance (generalized χ2)
per degree of freedom of our fit is D/n = 178.5/119, corresponding to a p-value of 2.6%. The best-fit
region extends to very low γ,Rcut, because, in the energy range of interest, changes in either spec-
tral parameter can be nearly compensated by changes in the other spectral parameter and the mass
composition.

In this scenario, the high-energy cut-off in the all-particle spectrum at Earth is mostly given by the
photodisintegration of medium-heavy elements, whereas the injection cut-off does limit the flux of
secondary protons with E > ZinjRcut/Ainj ≈ 2.4 EeV. Since the cutoff rigidity corresponds to an energy
per nucleon way below the threshold for pion production on the CMB, the resulting flux of cosmogenic
neutrinos at EeV energies is negligible. Also, particles with magnetic rigidity E/Z ! 5 EV can be
deflected by intergalactic and galactic magnetic fields by several tens of degrees even when originating
from relatively nearby sources [14], making it very hard to infer source positions.

There also is a second local minimum at γ ≈ 2, Rcut ≈ 70 EV, but due to the absence of a low
rigidity cutoff this model predicts a higher admixture of protons at high energies than indicated by the
narrowness of the observed Xmax distributions.

3.2 Effects of systematic uncertainties

Most of the physical quantities relevant to the propagation of UHECRs in intergalactic space are well
known, but some are still very uncertain. For example, recent models of the EBL still differ by a factor
of 2 in the far infrared, and photodisintegration branching ratios have only been measured for a few
channels [7]. To assess the sensitivity of our fit to these uncertainties, we repeated it using various
combinations of simulation codes and EBL and photodisintegration models. The results are shown in
table 1. The best-fit parameter values in the various models differ by much more than their statistical
uncertainties, but they are all aligned in a hyperbola-shaped region of the (γ,Rcut) plane where the
injection spectra in the energy range we are interested in are similar.

Details of hadronic interactions in kinematic regions relevant to air shower development are not
accessible to accelerator-based measurements and extrapolations are necessary. In our reference fit
we used the epos LHC model; using sibyll 2.1 or QGSJET II-04 instead, which predict shallower
Xmax values, would result in unacceptable fits even at very low γ. Note that the differences between
these models may understate the actual uncertainties in hadronic interactions [15].

We also repeated the fit shifting all energy or Xmax measurements within their measurement sys-
tematic uncertainty. The resulting best-fit deviance (as a function of γ, all other parameters being
re-fitted to minimize the deviance) is shown in fig 1, left panels.

Finally, using a different shape (simple exponential) for the injection cutoff function results in
different numerical values for the parameters (γ = 0.53, Rcut = 1018.63 V) but they correspond to very
similar injection spectra (see fig 1, right panel) with little difference in the fit deviance (D = 177.2).
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Figure 1. Left: best-fit deviance as a function of the source spectral index γ when the energy or Xmax data are
shifted by their systematic uncertainty. Right: comparison of best-fit injection spectra assuming two different
cutoff shapes, showing that the differences resulting from the two models are slight (solid: simple exponential,
dashed: broken exponential; red: 1H, grey: 4He, green: 14N, blue: 56Fe).

4 Discussion and conclusions
We found that our fit results are very strongly sensitive to systematic uncertainties in Xmax predictions
and measurements: shallower predictions or deeper measurements require a lower injection spectral
index and cutoff rigidity and result in a worse fit. The planned upgrade AugerPrime will also measure
another independent mass-sensitive observable, the muon number, hopefully helping us alleviate the
uncertainties in primary mass determinations. To a lesser extent, our fit is sensitive to the interaction
rates in UHECR propagation, which depend on the EBL intensity and photodisintegration cross sec-
tions: lower interaction rates tend to require higher γ and Rcut and result in better fits. The systematic
uncertainty on the energy scale and the shape of the injection cutoff have comparatively minor impacts
on the fit.

In a forthcoming work [6], we will publish an update of this fit, in which we will use the latest SD
data, correctly take into account the SD energy resolution and Poisson statistics, include silicon-28
among the possible injected elements, study the effects of possible redshift evolutions of source emis-
sivity (e.g. ∝ (1 + z)m), and qualitatively discuss the effects of possible extra sub-ankle components.
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The Pierre Auger Observatory Upgrade
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Abstract. It is planned to operate the Pierre Auger Observatory until at least the end
of 2024. An upgrade of the experiment has been proposed in order to provide additional
measurements to allow one to elucidate the mass composition and the origin of the flux
suppression at the highest energies, to search for a flux contribution of protons up to the
highest energies and to reach a sensitivity to a contribution as small as 10% in the flux
suppression region, to study extensive air showers and hadronic multi-particle produc-
tion. With operation planned until 2024, event statistics will more than double compared
with the existing Auger data set, with the critical added advantage that every event will
now have mass information. Obtaining additional composition-sensitive information will
not only help to better reconstruct the properties of the primary particles at the highest
energies, but also improve the measurements in the energy range just above the ankle.
Furthermore, measurements with the new detectors will help to reduce systematic uncer-
tainties related to the modelling hadronic showers and to limitations in the reconstruction
algorithms.
A description of the principal proposed Auger upgrade will be presented. The Auger
upgrade promises high-quality future data, and real scope for new physics.

1 Introduction

Since its starting time, the Pierre Auger Observatory [1] gave a strong contribution to the understand-
ing of ultra high-energy cosmic rays (UHECRs). The principal motivations of the proposed AUGER
upgrade [2] is to provide additional measurements to allow the collaboration to address the following
issues:

• The origin of the flux suppression at the highest energies and the measurement of the mass compo-
sition beyond the reach of the Fluorescence Detector (FD).

• Search for a proton contribution in the flux suppression region (E > 5×1019eV), aiming at reaching
a sensitivity to a proton contribution as small as 10% in the flux suppression region, search of
point sources and estimate the physics potential of existing and future cosmic ray, neutrino, and
gamma-ray detectors.

• Fundamental particle physics at energies beyond man-made accelerators and studies of extensive
air showers and hadronic multiparticle production.
ae-mail: giovanni.marsella@le.infn.it
bFull author list: http://auger.org/archive/authors_2016_06.html
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The proposed upgrade will consist in: (i) the addition of a plastic scintillator plane (SSD) above
the existing Water-Cherenkov Detectors (WCD); (ii) the installation in the Surface Detector (SD)
stations of new electronics that will process both WCD and SSD signals; (iii) the installation of an
Underground Muon Detector (UMD) in the existing SD infill area; (iv) a change in the operation
mode of the Fluorescence Detector (FD) to extend measurements into periods with higher night sky
background.

2 Surface Scintillator Detector

The key element of the upgrade will be the installation of a new detector consisting of a plastic
scintillator plane above each of the existing water-Cherenkov detectors. This scintillation detector
will provide a complementary measurement of the shower particles: they will be sampled with two
detectors having different responses to muons and electromagnetic particles, allowing for the recon-
struction of the different shower components. The design of the surface scintillator detectors (SSDs)
is simple and reliable. The SSD unit will consist of a box of 3.8 m × 1.3 m, housing two scintillator
modules, each covering an area of 1.9 m2, see Fig. 1 (left). They will be easily deployed over the full
3000 km2 area of the overall Auger Surface Detector (SD). The 10 mm thick scintillators are read out
by wavelength-shifting fibers guiding the light of the two modules to a PMT. The response over the
area of the scintillator is uniform within 5%. In Fig. 1 (right) the charge distribution of signals in the
SSD triggered by coincidences in the larger WCD is shown. A clean separation of Minimum Ionizing
Particle (MIP) signals from the background is evidenced. An engineering array of 10 detectors has
been installed at the Auger site since September 2016.
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Figure 1. Left panel: 3D view of a SSD mounted on a WCD. A double roof, with the upper layer being corrugated
aluminum is used to reduce the temperature variations. Right panel: Charge distribution for Minimum Ionizing
Particles taken with a 2 m2 prototype installed in the Auger array. The data correspond to one minute of data
taking and are well reproduced by the detector simulation based on Geant 4.

3 Surface Detector Upgrade

The surface detector stations will be upgraded with new electronics that will process both WCD and
SSD signals. It will increase the data quality with faster sampling of ADC traces (120 MHz), giving
a better timing accuracy, and increased dynamic range (12 bits). To enhance the local trigger and
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processing capabilities a more powerful local station processor and FPGA have been implemented.
This also improves calibration and monitoring capabilities of the surface detector stations. The surface
detector electronics upgrade (SDEU) can be easily deployed, and will have only minimal impact on
the continuous data taking of the Surface Detector. To increase the dynamic range also a 4th PMT
of 1” of diameter, corresponding to 1/9 of of the WCD PMTs, will be added. With this solution the
total dynamic range of the SD will correspond to 22 effective ADC bits, ranging from fractions of
VEM (energy from Vertical Equivalent Muon) to 20000 VEM. This range is due to the 3 different
ADC channels, each 12 bits wide and shifted by 5 bits corresponding to the relative gain, of the 30 dB
amplified SD standard PMT, the 0dB SD standard PMT and the small PMT respectively. This leads
to less than 2% saturated events at the highest energies and unambiguous determination of the particle
density down to less than 300 m from the shower core.

4 Underground Muon Detector

An Underground Muon Detector (UMD) is being installed in the existing SD infill area of 23.5 km2.
The UMD will provide important direct measurements of the shower muon content and its time struc-
ture. It will also serve as a verification and fine-tuning of the methods used to extract the muon infor-
mation with the SSD and WCD measurements. The performance and characteristics of the AMIGA
project [3] match these requirements, and thus the completed AMIGA array will serve as the UMD.
61 muon detectors (30 m2) are planned and will be deployed on a 750 m spaced grid. The muon
detectors are shielded by 1.3 m of soil.

5 Fluorescence Detector Upgrade

The Fluorescence Detector [4] provides exceptional information such as model-independent energy
reconstruction and mass composition measurement. The main limitation of the FD is its duty cycle
that nowadays reaches 15%. The current criteria for FD measurement are:

• The sun more than 18o below the horizon

• The moon remains below horizon for longer than 3 hours

• The illuminated fraction of the moon must be below 70%

The operation mode of the Fluorescence Detector (FD) will be changed to extend measurements
into periods with higher night sky background by lowering the PMT HV supply thus reducing the
PMT gain by a factor of ten. A successful test has already been done over a period of seventeen
nights. This will allow to increase the current duty cycle of the FD by about 50%.

The combination of SD and FD upgrades are also expected to increase the sensitivity to the flux
of photons and neutrinos (see Fig. 2).

6 Conclusions

The AUGER upgrade will allow to study the mass composition above 5 × 1019 eV. The different
proposed models, GZK energy loss model versus a picture defining the maximum energy of sources,
will be analyzed with a higher and more precise statistics. The sensitivity to the proton flux above
5 × 1019 eV will be enhanced to reach a sensitivity to a contribution as small as 10% . Finally the
upgrade will enhance the possibility of studying new particle physics beyond the reach of LHC, due
to the combination of detectors allowing for a better particle identification. Actually 12 Engineering

 
 

DOI: 10.1051/, 0 713602003136 epjconf/201EPJ Web of Conferences
RICAP16

2003 (2017)

3
 
 

                                                                           74



Figure 2. Expected sensitivity on the flux of photons and neutrinos. In addition to the conservative estimates
based on the increase of statistics, also the projected photon sensitivity for the ideal case of being able to reject
any hadronic background due to the upgraded surface detector array is shown [2] .

Array stations have been installed and are starting taking data. In early 2017 the detector evaluation
will be completed and at the beginning of 2018 the deployment of the AUGER upgrade will start. The
detector is expected to take data at least until 2024 with an exposure up to 40000 km2 sr yr, allowing
to collect a statistics comparable with the one reached so far by the AUGER experiment.
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Abstract. The Alpha Magnetic Spectrometer, AMS-02, detector is operating on the In-
ternational Space Station (ISS) since May the 19th, 2011. More than 80 billion events
have been collected by the instrument in the first 5 years of data taking. This unprece-
dented amount of data is being used to perform accurate measurements of the different
Cosmic Rays (CR) components. In this contribution a review of the published results will
be presented.

1 The AMS experiment and its scientific objectives

The Alpha Magnetic Spectrometer, AMS-02, is a general purpose high energy particle physics de-
tector. It was launched to space with the Space Shuttle STS-134 mission and installed onboard the
ISS in 2011, on May 19th, to conduct a unique long duration mission (up to the lifetime of the ISS)
of fundamental physics research in space. More than 80 billion events have been collected by the
instrument in the first 5 years of data taking.
The experimental challenge of the experiment is the accurate measurement of the Charged Cosmic
Rays (CCR) composition and energy spectra, up to the TeV scale, that could reveal the presence of
primordial anti-matter or give the signature of ‘exotic’ sources. An accurate and high statistics mea-
surement of all the various components is needed to have a better and coherent picture describing the
observed CR phenomenology.
A good example to show the need of the full set of measurements is the indirect search of Dark Mat-
ter (DM). The annihilation of DM particles can produce matter-antimatter pairs (electron-positron,
e+ − e−, proton-antiproton, p − p̄, etc...). These particles propagate through the Galaxy mixing up
with the standard particles and can be revealed as excesses with respect to the expected fluxes. Rarer
is the standard CR component (for example e+ and p̄) and more statistical significant is any observed
excess. The ‘natural’ candidate measurements where to search for excesses are the positron fraction,
e+/(e− + e+), and the antiproton to proton ratio, p̄/p.
To search for an excess with respect to an expected spectrum is obviously crucial to constrain as much
as possible the models used to predict the purely primary or secondary spectra. The precise knowl-
edge of the electron flux and its spectral features, for example, is mandatory to understand the features
in the positron fraction, while the measurement of the proton flux and of the nuclear components (for

ae-mail: matteo.duranti@pg.infn.it
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Figure 1. Left - Schematic view of the AMS-02 spectrometer. Center - A Carbon nucleus, fragmenting into a
Boron one, as identified by the AMS detector on the ISS in the bending (y-z) plane. Tracker planes measure the
particle charge and momentum. The TRD measure the charge of the particle. The TOF measures the charge and
ensures that the particle is downward-going. The RICH independently measures the charge and velocity. The
discrepancy between the charge in the first layer of the Tracker and in the TRD with the one in the upper part of
the TOF and in the remaining detectors, clearly identify the event as a Carbon nucleus fragmenting into a Boron
one. Right - Distribution of the events, in the energy range 73-140 GeV, in the ECAL classifier - TRD classifier
plane. Negative from positive events are distinguished by means of the sign of the Rigidity in the spectrometer,
sign(R). The separation of the various components of e−, e+, p and p̄ is clearly visible.

example the Boron/Carbon) is needed to predict the spectrum of the secondary positrons (from the
collision of the CRs with the ISM) and their propagation through the Galaxy.
Unfortunately, at low energy, the spectra are also deformed by the effect of the solar wind. The solar
modulation models are still quite rough or under development ([1–3]) and so a large campaign of
measurement, for example of the fluxes as a function of time, can widely improve the models and the
overall picture.
To reach its scientific goals, the AMS-02 instrument, whose schematic layout is reported in Fig.1 (left),
has been conceived with a large redundancy in the measurement of particle properties with comple-
mentary techniques by different sub detectors. The apparatus is built around a magnetic spectrometer
made of nine planes of precision silicon tracker and a permanent magnet. A Transition Radiation De-
tector (TRD), four planes of Time of Flight counters (TOF), an array of Anti-Coincidence Counters
(ACC) surrounding the inner tracker, a Ring Imaging CHerenkov detector (RICH), and an Electro-
magnetic CALorimeter (ECAL) add completeness and redundancy to the whole detector.
Details about the performances of the different sub-detectors can be found in the first published result
[4] and in the reference therein.
The identification of the various nuclear components is granted by the measurement of the charge of
the impinging particles, all along the detector. Essentially all the sub-detectors have some charge mea-
surement capability: the most accurate is the inner tracker, providing a ∼ 0.1 c.u. charge resolution,
with its 7 layers (each layer, alone, has a resolution of about 0.3 c.u.); the RICH and the TRD have
a resolution of ∼ 0.3 c.u., while each pair of planes of the TOF has a resolution of ∼ 0.16 c.u.. This
permits to follow the particle traversing the detector and to search for fragmentation that could spoil
the charge reconstruction and constitute a source of background in the less abundant nuclear compo-
nents. This is sketched in Fig.1 (center): a Carbon nucleus fragments into a Boron one interacting
with the material of the upper pair of planes of the TOF (Upper TOF). The discrepancy between the
charge measured by the first layer of the Tracker, L1, and the TRD, ∼ 6, the one in the Upper TOF,
∼ 10 (due to the large energy deposit of the interaction), and the one in all the remaining detectors,
∼ 5, is a clear signature of fragmentation. The dynamic range of the various detectors permits, with
a resolution slightly degrading with Z, the charge measurement up to the higher charges: Iron and
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above (the Zinc peak is clearly visible) for Tracker, TOF and RICH, and up to Z ∼ 6 for the TRD.
The discrimination power to the rare electromagnetic components, e+ and e−, from the overwhelming
background of protons, and from the even rarer antiprotons component is sketched in Fig.1 (right).
The two key detectors to distinguish e+/e− from p̄/p are the ECAL (via a classifier exploiting the
3D imaging capability of the detector and built using a BDT approach [5]), and the TRD (via a log-
likelihood to the energy deposit in its straw tubes). The discrimination between matter and anti-matter
(i.e. e+ from e− or p̄ from p), is provided by the spectrometer. The redundancy is also a key capability
that permits to build, for example using the TRD classifier and the sign of the rigidity, almost pure
control samples of e− and p, to study the performances of the ECAL.
The redundancy and the complementarity of the various sub-detectors of the apparatus, give to the
experiment a full coverage of the CCR, both in terms of composition and spectral features.

2 Experimental results

The analysis of the enormous amount of data being collected by the experiment, permitted the publi-
cation of high statistics and very accurate measurement of the more important CCR components:

• e+/(e+ + e−) in the range 0.5-500 GeV, [4, 6], based on 30 months and ∼ 10.9 million positron and
electron events;

• positron flux in the range 0.5-500 GeV and electron flux in the range 0.5-700 GeV, [7], based on 30
months and ∼ 0.6 million positrons and ∼ 9.2 million electrons ;

• all-electron, e+ + e−, flux, in the range 0.5-1000 GeV, [8], based on 30 months and ∼ 10.6 million
positron and electron events;

• p flux in the range 1-1800 GV, [9], based on 30 months and ∼ 300 million protons;

• He flux in the range 1.9-3000 GV, [10], based on 30 months and ∼ 50 million helium events;

• antiproton flux and p̄/p ratio in the range 1-450 GV, [11], based on the first 4 years of the collected
data, corresponding to ∼ 350000 antiproton and ∼ 2.4 billion proton events;

The high statistics, low systematics, measurement of the e+ and e− components, see Fig.2, allowed the
determination, with very high accuracy, of the spectral features of the e+/(e+ + e−) and of the fluxes
of the single components:

• the accuracy of the measurement of the high energy rise in the positron fraction (already seen by
PAMELA, [12], and FERMI, [13]), allowed the systematic study of the slope, that was found to be
consistent with a zero crossing, i.e. with a maximum in the positron fraction, at ∼ 275 GeV.

• both the electron and positron fluxes have a spectral index increasing with energy after few GeV’s.
The hardening of both spectra gives the hint that the rise in the positron fraction is not due to a lack
of high energy electrons, since their spectrum is hardening, but to a fresh source of positrons;

• the absence of structures in the all-electron flux. The flux is smooth and well described by a single
power law, after ∼ 30 GeV and doesn’t show the peak claimed by ATIC, [14].

The measurement of the proton and helium fluxes, instead, not only permitted the confirmation of the
spectral features already seen by PAMELA, [15], but, given the unprecedented accuracy, permitted a
systematic study of the change in the spectral indexes, allowing the determination of the ∆γ’s and of
the transition rigidity values, R0, reported in Fig.3.
The measurement of the p̄/p, finally, widely extended the experimental energy reach and the accuracy
of the previous measurements, [16, 17] and resulted, at high energies, in a ratio almost independent
from energy.
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Figure 2. Positron fraction in the energy range 0.5 - 500 GeV (top-left), all-electron flux in the range 0.5 -
1000 GeV (top-right), electron flux in the range 0.5 - 700 GeV (bottom-left) and positron flux in the range 0.5
- 700 GeV (bottom-right), as measured by the AMS02 experiment. The results from previous experiments are
reported for comparison, [12, 14, 18–28].

Figure 3. Left - Protons flux as measured by AMS-02 up to 1.8 TeV. Right - Helium flux up to 3 TeV. The main
parameters coming from the study of the spectral features are reported, together with the fit to the experimental
points.

The big amount of collected data is being analyzed for the measurements of the other nuclear
components (Li, B, C, O fluxes, B/C, C/O, etc..) and for the study of the other characteristics of the
already published spectra (for example the variability of the electron, positron, proton, helium and
antiproton fluxes and ratios as a function of time).

3 Conclusions
Data recorded in the first ∼ 5 years of mission are being analyzed to cover the physics program of the
AMS-02 experiment: all the measurements performed so far show interesting features, not expected
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Figure 4. p̄/p ratio as a function of the Rigidity (on the right) and of the Kinetic Energy (for low energies, on
the left). At high rigidities the ratio is almost independent from the energy. Results from previous experiments
reported for comparison, [16, 17, 29].

by the standard model of CRs, extending previous observations and adding new findings whose exper-
imental accuracy challenges the actual theoretical predictions. AMS-02 represents the first instrument
with the capability to simultaneously study all the different nuclear CR species, including the less
abundant ones and up to Iron, electrons and anti-matter with unprecedented accuracy and in an ex-
tended energy range. These unique features will allow AMS-02 to shed light on new phenomena and
improve the current understanding of CR origin and propagation.
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Abstract. The exact behavior of nuclei fluxes in cosmic rays and how they relate to each other 
is important for understanding the production, acceleration and propagation mechanisms of 
charged cosmic rays. Precise measurements with the Alpha Magnetic Spectrometer on the 
International Space Station of light nuclei fluxes and their ratios in primary cosmic rays with 
rigidities from GV to TV are presented. The high statistics of the measurements require 
detailed studies and in depth understanding of associated systematic uncertainties.  

1 Introduction  
The Alpha Magnetic Spectrometer (AMS) is a multi-purpose magnetic spectrometer measuring 
cosmic rays up to TeV energies on the International Space Station (ISS).  Its precision, large 
acceptance and ability to identify particle types over a large energy scale during its long duration 
mission make it unique in astro-particle physics. The AMS detector [1] consists of a transition 
radiation detector (TRD) [2], a silicon tracker [3], a permanent magnet, a Time-of-Flight detector 
(TOF) [4], a Ring Imaging Cherenkov detector (RICH) [5] and an electromagnetic calorimeter 
(ECAL) [6]. With these detectors AMS identifies particles and nuclei by redundant measurements of 
their charge and energy or momentum. In its first 5 years onboard the ISS AMS has recorded over 80 
billion events. To match these statistics, detailed systematic error studies are important. 

2 Particle Identification  
Particle types are identified by charge measurements along the particle trajectory inside AMS. 
Redundant measurements by tracker, TOF, TRD, RICH and ECAL allow for precise particle 
identification. The best charge resolution is achieved by the combination of the seven inner tracker 
planes, which give a charge resolution of ΔZ = 0.05 for protons and ΔZ = 0.07 for Helium. 

The TOF measures the particle velocities with a resolution of Δβ/β2 of 4% for protons and 2% 
for Helium. It thereby discriminates between upward and downward going particles. For our flux 
measurements only downward going particles are selected. 
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The tracker together with the magnet determines the rigidity (momentum/charge) of the 
particles. The coordinate resolution in the bending direction is 10 μm and 7.5 μm for protons and 
helium, respectively. With this resolution we obtain a maximum detectable rigidity of 2 TV for 
protons and 3.2 TV for Helium using the full 3m lever arm of the tracker. In order to increase the 
statistics of the measurement for Z>2 nuclei, for rigidities below 1 TV we also analysed particles 
crossing only tracker planes L1 to L8 by which we gain a significant increase in acceptance. 

3 Flux Measurements and Results  

The isotropic particle or nuclei flux Φi for the ith rigidity bin (Ri , Ri + ΔRi ) is 
$ Φi = Ni / (Ai εi Ti ΔRi )       (1) 
where Ni is the number of events corrected for the bin-to-bin migration with the rigidity resolution 
function, Ai is the effective acceptance, εi is the trigger efficiency, and Ti is the collection time. The 
AMS fluxes [7,8] and flux ratios [9] were measured in bins chosen according to the tracker resolution 
function and available statistics. While the proton and Helium flux where determined with data 
collected in the first 30 month of data taking of AMS on the ISS, the Boron-to-Carbon ratio (B/C) was 
measured based on events collected in the first 5 years.  

The effective acceptance Ai was calculated using Monte Carlo samples and then corrected for 
small differences found between the data and Monte Carlo event selection efficiencies, such as the 
efficiencies of track and beta measurement quality cuts. The trigger efficiency ε is measured from 
data with the unbiased trigger events. The trigger efficiency of protons ranges from 90 to 95% [7], 
while the trigger efficiency for helium and higher charge nuclei is well above 95% [8,9]. The bin-to-
bin migration of events was corrected using the rigidity resolution functions obtained from Monte 
Carlo simulations [7-9]. 

Extensive studies were made of the systematic errors. The errors include the uncertainties in the 
trigger efficiency, the acceptance, the background contamination also accounting for interactions in 
the detector, the geomagnetic cutoff factor [10], the event selection, the unfolding, the rigidity 
resolution function, and the absolute rigidity scale. 

The trigger efficiency error is dominated by the statistics available from the 1% prescaled 
unbiased event sample [7-9]. It is negligible (less than 0.2%) below 500 GV and reaches 1.5% at     
1.8 TV for protons and 1% at 3 TV for helium and nuclei. The geomagnetic cutoff factor was varied 
from 1.0 to 1.4 and the resulting fluxes showed a systematic uncertainty of 2% at 1 GV and negligible 
above 2 GV. 

As discussed above, the effective acceptance was corrected for small differences between the 
data and the Monte Carlo samples related to the event reconstruction and selection. The total 
corrections are less than 5% over the whole rigidity range, while the corresponding systematic 
uncertainties are less than 1% above 2 GV for protons and less than 2 % for helium and nuclei. 

To accurately determine the acceptance of protons, helium and nuclei, their interactions with the 
detector materials have to be studied. The detector is mostly made of carbon and aluminum. For 
protons the corresponding inelastic cross-sections of p+Cand p+Al are known within better than 10%. 
To estimate the systematic error of the proton flux due to the uncertainty in the inelastic cross 
sections, dedicated samples of protons were simulated with the p + C and p+Al cross sections varied 
by ±10%. From the analysis of these samples together with the current knowledge of the cross 
sections, a systematic error of less than 1% was obtained. The inelastic cross sections of nuclei (Z>1) 
with Carbon and Aluminum have, if at all, only been measured below 10 GV. To accurately 
determine the effect on the acceptance of nuclei interactions in the detector, we have developed a 
method to determine the magnitude and rigidity dependence of the survival probability of the nuclei 
when traversing the detector materials. For this we used a sample of primary cosmic rays collected 
with AMS horizontal, that is, when the ISS was oriented such that AMS was pointing within 90◦ ± 10◦ 
of the local zenith [8]. Using the measured interaction probabilities and, in addition, above 100 GV 
the rigidity dependence of the cross sections from the Glauber-Gribov model, the systematic error on 
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the flux due to uncertainties of nuclei inelastic cross sections was evaluated to be below 2% over the 
entire rigidity range. 

The rigidity resolution function for protons was verified with data from both the ISS and the test 
beam and compared to the simulated events [7]. The rigidity resolution function for Z>1 nuclei is 
similar to that of protons. It was obtained from the simulations and extensively verified with the data 
[8, 9]. First, the differences of the coordinates measured in the inner tracker layers to those obtained 
from the track fit excluding the tested layer were compared between data and simulation. Second, the 
differences between the coordinates measured in L1 and L9 and those obtained from the track fit 
using the information from only the inner tracker were compared between events in data and 
simulation. The systematic errors on the fluxes due to uncertainties in the rigidity resolution function 
were obtained by varying the width of the Gaussian core of the resolution function and the amplitude 
of the non-Gaussian tails by their corresponding uncertainty over the entire rigidity range in the 
unfolding procedures. They were found to be small below 400 GV and reached 3.5% to 5% at the 
highest measured rigidities. 

There are two contributions to the systematic uncertainty on the rigidity scale. The first is due to 
residual tracker misalignment. For the ISS data this error was estimated by comparing the E/p ratio for 
electron and positron events, where E is the energy measured with the ECAL and p is the momentum 
measured with the tracker [7]. It was found to be 1/26 TV−1, limited by the current high-energy 
positron statistics. The second systematic error on the rigidity scale arises from the magnetic field 
map measurement and its temperature corrections and amounts to less than 0.5% for rigidities above 2 
GV. 

The contributions of individual sources to the systematic errors are added in quadrature to arrive 
at the total systematic uncertainty of the proton and helium flux. The Monte Carlo event samples have 
sufficient statistics such that they do not contribute to the errors. 

To ensure that the treatment of systematic errors described above is correct, we performed 
several additional independent verifications. We checked that there is no dependence of the integral of 
the fluxes above 30 GV, i.e., above the maximum geomagnetic cutoff, on the angle θ between the 
incoming particle direction and the AMS z-axis; this verifies the systematic errors assigned to the 
acceptance. We verified that the monthly integral fluxes above 45 GV are within the systematic 
errors; this verifies that the detector performance is stable over time. We checked that the ratios of 
fluxes obtained using events which pass through different sections of L1 to the average flux is in good 
agreement and within the assigned systematic errors; this verifies the errors assigned to the tracker 
alignment. Lastly, we verified that the fluxes obtained using the rigidity measured by only the inner 
tracker are in good agreement with the fluxes measured using the full lever arm. The flux ratios use 
the two different event samples corresponding to the inner tracker acceptance and to the L1 to L9 
acceptance used for the results presented here. This verifies the systematic errors from the acceptance, 
the unfolding procedure, and the rigidity resolution function. 

Figure 1(a) shows the proton flux as a function of rigidity with the total errors [7]. In this and the 
subsequent figures, the points are placed along the abscissa at the bins mean rigidity R ̃ calculated for 
a flux ∝ R−2.7. Figure 1(b) shows the helium flux as a function of rigidity with the total errors [8].  

 
Figure 1. a) AMS proton flux and b) AMS Helium Flux, both multiplied by R−2.7 for illustration purposes.  
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A power law with a constant spectral index does neither fit the proton flux nor the helium flux at 
the 99.9% C.L. for R > 45 GV. Instead a description with a double power law and a smooth transition 
between the two power laws describes the data well with the transition rigidity between 250 GV and 
350 GV. Figure 2 a) shows the spectral indexes of the proton and the helium flux as a function of 
independent rigidity intervals and Figure 2 b) show the proton/helium ratio as a function of rigidity 
together with a single power law fit above 45 GV. 

 
Figure 2. a) The spectral indexes of the AMS proton and helium fluxes. b) The AMS proton/helium ratio with a 
single power law fit above 45 GV.  

Figure 3 shows the AMS result on B/C [9] as a function of rigidity with total errors. The B/C 
ratio is well described by a single power law above 65 GV with an index of -0.333. 

 
Figure 3. The AMS B/C ratio as a function of rigidity with a single power law fit above 65 GV. 

4 Conclusions 

The AMS results for protons, helium and B/C are reaching an unprecedented accuracy of ~1% for 
cosmic ray measurements. These precise measurements of different types of cosmic rays require a 
comprehensive model to describe all of their behaviour at the same time. 
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Abstract. A hardening of the proton and helium fluxes is observed above a few hundreds
of GeV/nuc. The distribution of local sources of primary cosmic rays has been suggested
as a potential solution to this puzzling behavior. Some authors even claim that a single
source is responsible for the observed anomalies. But how probable these explanations
are? To answer that question, our current description of cosmic ray Galactic propagation
needs to be replaced by the Myriad model. In the former approach, sources of protons
and helium nuclei are treated as a jelly continuously spread over space and time. A more
accurate description is provided by the Myriad model where sources are considered as
point-like events. This leads to a probabilistic derivation of the fluxes of primary species,
and opens the possibility that larger-than-average values may be observed at the Earth.
For a long time though, a major obstacle has been the infinite variance associated to
the probability distribution function which the fluxes follow. Several suggestions have
been made to cure this problem but none is entirely satisfactory. We go a step further
here and solve the infinite variance problem of the Myriad model by making use of the
generalized central limit theorem. We find that primary fluxes are distributed according
to a stable law with heavy tail, well-known to financial analysts. The probability that
the proton and helium anomalies are sourced by local SNR can then be calculated. The
p-values associated to the CREAM measurements turn out to be small, unless somewhat
unrealistic propagation parameters are assumed.

1 Gambling with the discreteness of cosmic ray sources

The proton and helium spectra are well described by a power-law distribution up to an energy of ∼ 350
GeV/nuc, above which a hardening is observed. This putative anomaly was reported by the PAMELA
collaboration [1] and has been recently confirmed by the precision AMS-02 measurements [2, 3]. The
proton and helium fluxes measured by the CREAM balloon borne detector [4] are clearly in excess of
a simple power-law behavior.

Various explanations have been proposed to account for the observed hardening, such as the ex-
istence of distinct populations of primary cosmic ray (CR) accelerators with different injection spec-
tra [5], sources characterized by a double injection spectrum like the magnetized winds of exploding
Wolf-Rayet and red supergiant stars [6], or the possibility of a retro-action of cosmic rays themselves

aPresentation given by P. Salati at the 6th RICAP Conference on June 23rd, 2016.
be-mail: salati@lapth.cnrs.fr
ce-mail: genolini@lapth.cnrs.fr

 
 

DOI: 10.1051/, 0 (2017) 713602006136 epjconf/201EPJ Web of Conferences
RICAP16

2006 

  © The Authors,  published  by EDP Sciences.  This  is  an  open  access  article  distributed  under  the  terms  of the Creative
 Commons Attribution License 4.0 (http://creativecommons.org/licenses/by/4.0/). 

,

 
 

                                                                           86



on the properties of the plasma, with the consequence of a softer diffusion coefficient K at high ener-
gies [7].

Another possibility lies in the presence of local accelerators which, if considered as point-like
objects, may yield a contribution somewhat different from what is expected from sources continuously
spread in space and time inside our neighborhood. According to [8], a few nearby remnants can be
responsible for the observed spectral changes. In a more consistent analysis [9] where all sources,
either remote or local, have the same power-law injection spectrum, the proton and helium data are
well fitted with local injectors borrowed from the Green catalog and the ATNF pulsar database. There
is no need to modify CR transport and even the MED CR propagation model [10] yields a χ2 of 1.3
per dof. The fit improves considerably if the somewhat unrealistic CR model A is assumed [9].

The question in which we are interested here is to know whether such an explanation is natural or
not. In the conventional approach, sources are described by a continuous jelly in space and time. Here,
the local sources are treated as point-like objects and their distribution is such that they yield a larger
flux. But is this probable? To address this question and the more general problem of the stochasticity
of CR fluxes yielded by injectors localized in space and time, we need the so-called Myriad model.

2 The Myriad model: a framework for statistics

Once injected in the interstellar medium, primary cosmic rays propagate inside the turbulent Galactic
magnetic fields. CR transport is basically understood as a diffusion process taking place within a
magnetic halo which is generally pictured as a circular slab, matching the shape of the Milky Way,
inside which a thin Galactic disk of gas and stars is sandwiched. The CR density ψ = dn/dE is related
to the CR flux Φ ≡ (vCR/4π)ψ and fullfills the diffusion equation

∂ψ

∂t
− K ∆ψ = qacc(x, t) , (1)

where qacc(x, t) accounts for the continuous space-time distribution of accelerators. The solution to
the master equation (1) is given by the convolution, over the magnetic halo (MH) and the past, of the
CR propagator G(x, t ← xS , tS ) with the source distribution qacc(xS , tS )

ψ(x, t) =
∫ t

−∞
dtS

∫

MH
d3xS G(x, t ← xS , tS ) qacc(xS , tS ) . (2)

The propagator describes the probability that a CR species injected at point xS and time tS diffuses at
location x at time t. Assuming that qacc does not depend in time leads to the steady state canonical
solution produced by most CR numerical codes, where the flux at the Earth is constant in time.

In the Myriad model, the jelly of sources qacc of the conventional approach is replaced by a constel-
lation of point-like objects located each at xi and ti. The CR flux at the Earth yielded by a population
P of such a myriad of injectors becomes

ΦP(⊙, 0) =
vCR

4π

∑

i∈P
G(⊙, 0 ← xi, ti) qacc(xi, ti) ≡

∑

i∈P
ϕi . (3)

Although we can have some information on the closest and youngest sources, we have little knowledge
of the actual populationP in which we live. This is a problem insofar as the flux ΦP depends precisely
on how the sources are distributed in space and time around us. To tackle the calculation of the flux
in these conditions, we can adopt a statistical point of view and consider the ensemble of all possible
populations P of sources. Without loss of generality, we may assume that each source accelerates
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Figure 1. In both panels, the TOA proton flux is plotted as a function of TOA proton kinetic energy. The 1-σ
(pale yellow) and 2-σ (dark yellow) bands predictions of the Myriad model have been derived assuming a stable
law with index 5/3. The average flux is featured by the solid red line and is assumed to follow a simple power-law.
Actually, we have used here a fit to the AMS-02 data from which the hardening has been removed. Measurements
from AMS-02 [3], PAMELA [1] and CREAM [4] are also shown for comparison. The dotted long-dashed red
curve is a fit to the AMS-02 data with hardening taking place at a rigidity of 355 GV. The MED CR propagation
model [10] has been assumed here, with sources exponentially distributed along the vertical direction with scale
height 100 pc. The fiducial case of 3 explosions per century is presented in the left panel. In the right panel, 1
explosion per century is assumed, hence wider uncertainty bands.

the same CR yield qSN, lies within the magnetic halo and is younger than some critical value T that
sets the size of the phase space volume over which the analysis is carried out. Sources older than T
have no effect on the flux at the Earth if that age is taken to be a few times the CR confinement time
inside the magnetic halo. We also assume a constant explosion rate ν ∼ 1 to 3 per century. Each
population contains a number N = ν × T of sources yielding each a flux ϕi at the Earth whose sum
is the flux ΦP. We may finally assume that each source is independently and randomly distributed in
phase space according to the probability distribution function (pdf) D(xS , tS ). In the Myriad model,
the individual flux ϕ yielded by a single source is a random variable whose pdf p(ϕ) is the key of the
statistical analysis. It is related to the phase space pdfD(xS , tS ) through

dP = p(ϕ) dϕ =
∫

Vϕ

D(xS , tS ) d3xS dtS , (4)

whereVϕ denotes the space-time region inside which a source contributes a flux in the range between
ϕ and ϕ + dϕ.

All the conditions are now met to use the central limit theorem in order to derive the pdf of the
total flux Φ. Notice that p(ϕ) scales as ϕ−8/3 in the large flux limit so that the generalized version
of the theorem must be applied, with the consequence that the variable (Φ − ⟨Φ⟩)/ΣΦ is distributed
according to the stable law S(5/3, 1, 1, 0; 1). Here, ⟨Φ⟩ denotes the statistical ensemble average flux. It
is equal to the flux yielded by the smooth distribution of sources qacc(xS , tS ) = N qSND(xS , tS ) of the
conventional approach. The typical flux variance ΣΦ scales like q SN K−3/5 ν3/5. Notice that a similar
result was found by [11] in a pioneering analysis of the CR electron and positron fluxes produced by
discrete stochastic sources.
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3 Computing the odds of the Galactic lottery
We can apply the Myriad model to calculate the pdf of the proton flux at the Earth and estimate
the p-value associated to the AMS-02 and CREAM measurements. The 1-σ (pale yellow) and 2-σ
(dark yellow) theoretical uncertainty bands are featured in figure 1 for two values of the explosion
rate. The corresponding p-values are listed in table 1. We can conclude from these results that the
observed CR proton and helium anomalies have little chance to originate from a statistical fluctuation
in the positions of the local sources. The p-values are larger in the last row of table 1 where the
CR propagation model A of [9] is assumed with a half-height of the magnetic halo of 1.5 kpc and
a diffusion spectral index of 0.85. Both values are now in tension with recent observations. Notice
that the statistical analysis sketched above needs to be refined in two respects: (i) the behavior of
the pdf p(ϕ) can be dominated for intermediate values of the flux ϕ by sources distributed along the
Galactic plane, hence a stable law with index 4/3 instead of 5/3 and (ii) a light cone cut-off needs
to be implemented in relation (4) since CR diffusion cannot be faster than light. These refinements
have been studied in detail in a comprehensive analysis [12] where stable laws are shown to provide
a robust description of the statistical behavior of the CR flux.

Table 1. The p-values in % of the three last AMS-02 (red) and four first CREAM (blue) proton flux
measurements have been calculated in the framework of the Myriad model. They are obtained from the

convolution of the experimental uncertainty with a stable law with index 5/3. The three first rows correspond to
the MED CR propagation model [10] where the SN explosion rate has been decreased from 3 to 1 per century.
The last row refers to model A found in [9] to explain the CREAM data as resulting from known local sources.

Kinetic energy [TeV] 0.724 0.96 1.41 3.16 5.02 7.94 12.6
MED model with ν = 3 [%] 10.2 8.68 7.67 1.6 1.23 1.18 0.98
MED model with ν = 2 [%] 12.3 10.6 9.34 2.14 1.64 1.57 1.31
MED model with ν = 1 [%] 16.2 14.2 12.6 3.52 2.7 2.59 2.16
model A [9] with ν = 0.8 [%] 27.2 25.8 24.5 14.3 12.8 13.3 12.9
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The Cosmic Ray spectrum in the energy region between 1012 and
1016 eV measured by ARGO–YBJ

Paolo Montini1,a for the ARGO–YBJ collaboration
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Abstract. The ARGO-YBJ experiment has been in full and stable data taking at the
Yangbajing cosmic ray observatory (Tibet, P.R. China, 4300 m a.s.l.) for more than five
years. The detector has been designed in order to explore the Cosmic Ray (CR) spectrum
in an energy range from few TeV up to several PeV. The high segmentation of the detector
allows a detailed measurement of the lateral particle distribution which can be exploited
on order to identify showers produced by primaries of different mass. The results of
the measurement of the all-particle and proton plus helium energy spectra in the energy
region between 1012 and 1016 eV are discussed.

The measurement of Cosmic Ray (CR) energy spectrum and composition gives important infor-
mation concerning the production, acceleration and the propagation of high energy particles in our
Galaxy. The CR all–particle energy spectrum is roughly described by a power–law with a knee at
energies around 3 PeV. It is commonly believed that the origin of the knee is related to a change of
the elemental composition of CRs, in particular to a decrease of the flux of light elements (H and
He nuclei). The determination of the individual abundances of elements at energies above 100 TeV
must be inferred from the measurements of extensive air showers (EAS). The development of EASs
is subject to large fluctuations. Owing to the high altitude location (atmospheric depth 606 g/cm2),
the ARGO-YBJ experiment is able to sample the EAS induced by high energy CRs not far from the
maximum of its longitudinal development where the fluctuations are reduced.

1 The detector

The ARGO–YBJ experiment was a full–coverage EAS detector operated at the Yangbajing cosmic ray
observatory (Tibet, P.R. China, 4300 m a.s.l.) and it was in full and stable data taking from November
2007 up to February 2013. The detector was made of a single layer of 1836 Resistive Plate Chambers
(RPCs) with ∼ 93% active area surrounded by a partially instrumented (∼ 23%) guard ring in order to
improve the event reconstruction. The detector was equipped with two independent readout systems:
each RPC is simultaneously read–out by 80 copper strips (6.75 × 61.80 cm2) logically arranged in
10 independent pads (55.6 × 61.8 cm2) and by two large electrodes called Big Pads (139 × 123 cm2).
Each Big Pad collects the total charge developed by the particles impinging on the detector surface
(analog readout) [1]. The analog readout system can be operated at different gain scales in order to
measure showers induced by primaries in a wide energy region. Data coming from the most sensitive

aNow at Dipartimento di Fisica - Sapienza Università di Roma and INFN sezione di Roma e-mail: paolo.montini@roma1.
infn.it
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scales perfectly overlap with the digital readout, thus providing a powerful inter–calibration [1] . At
the highest scale the analog readout samples the shower front up to a particle density of 2 · 104 m−2,
thus extending the dynamic range of the detector up to PeV energies. A dedicated calibration proce-
dure has been implemented for each gain scale [1, 2]. The full-coverage technique enables a detailed
imaging of the shower front which is a fundamental tool that allows a deep investigation of the shower
properties even in the core region. The high segmentation of the Big Pad system allows the measure-
ment of the shower size and of the lateral distribution of particles in the shower front that can be
exploited in order to estimate the primary energy and mass.

2 Data Analysis

The analysis has been carried out on events collected during 2010 by using the analog readout system.
For each event the core position, arrival direction, shower size (N8), particle density on the carpet and
lateral distribution are reconstructed. The shower size N8 has been defined as the number of particles
within a radius of 8 m from the shower core. It is well correlated with energy for a given mass and
not affected by bias effects due to the finite detector size [3]. The determination of the energy and
of the primary mass from the measured quantities can be faced out by using the Bayesian unfolding.
The Monte Carlo simulations are therefore used in order to evaluate a probabilistic response matrix
which can be inverted by means of an iterative algorithm based on the Bayes’s theorem. A detailed
description of this procedure can be found in [4–6]. Showers produced by H, He, CNO, NeMgSi, and
Fe have been simulated in the energy range 1 − 31.6 × 104 TeV with an E−1 differential spectrum by
using the CORSIKA (v. 7.3) code [7] including the QGSJET-II.04 and FLUKA interaction models.
A smaller data set have been simulated using SYBILL 2.1 for systematic studies. Showers have been
sampled at the Yangbajing altitude and randomly distributed over an area of 250×250 m2 centered on
the ARGO–YBJ detector. The detector response has been simulated by using a GEANT3 based code.
The present analysis is based on the data collected with two analog scales (low gain and high gain)
covering the energy range from about 20 TeV to a few PeV. A sample of quasi–vertical showers
(ϑrec ! 35◦) has been selected within an area of 40 × 40 m2 around the detector center ensuring
that a large fraction of the shower is fully contained in the full–coverage area. Additional selection
criteria based on the shower size improve the correlation between shower size and primary energy and
avoid any contribution due to the electronic noise. In figure 1a the shower size N8 of data and MC
events is reported, showing a good agreement between data and simulations. In figure 1b the selection
efficiency is shown for proton, helium nuclei, CNO and NeMgSi mass groups and iron nuclei. The
plot shows that in the energy region 300 TeV − 10 PeV the selection efficiency is almost the same for
all the species, demonstrating the selection criteria do not affect the spectrum measurement.
In a shower produced by heavy nuclei a substantial amount of secondary particles is spread further
away from the core region. On the contrary, in a shower produced by light elements, the largest amount
of particles is concentrated in a small region around the shower core.The ratio between the particle
density measured at several distances from the core and the one measured very close to the core can
be exploited in order to identify showers produced by light elements. Several studies performed on
simulated events have shown that the quantities β5 = ρ5/ρ0, and β10 = ρ10/ρ0, where ρ0, ρ5 and ρ10
are respectively the particle density measured in the core region, at 5 m from the core and at 10 m from
the core, are sensitive to primary mass. In a probabilistic approach the probability P(N8, β5, β10|E, A)
of measuring a shower size N8 and a certain value of β5 and β10 giving a primary energy E and mass
A, relates the characteristics of the primary particle to the experimental observables. The bayesian
unfolding algorithm has been therefore tuned in order to take into account also the information coming
from the two quantities β5 and β10. The fraction of selected showers induced by light elements (p and
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Figure 1: Shower size distribution for data and simulations (a), Fraction of selected MC showers
produced by P, He, CNO, NeMgSi and Fe(b). Fraction of selected MC showers produced by light
elements and the corresponding contamination

He) and the corresponding contamination by heavier nuclei has been evaluated in order to check the
discrimination power. In figure 1c the values obtained are reported as a function of the energy. The
fraction of selected light elements increases with energy and is around 60% at energies above 50 TeV,
while contamination is well below 10% over the whole energy range.

3 All–particle and P+He energy spectra

In the figure 2a the all–particle spectrum measured in this work is reported. The measurements are
affected by a statistical uncertainty of the order of 1% at the lowest energies, gradually increasing up
to ∼ 8% at energies higher than 1 PeV. The systematic uncertainty is of the order of 15% mainly
due to the limited Monte Carlo statistics (10%) and to variations of the bin edges (10%) used in the
determination of the probability response matrix. The systematic uncertainty related to the hadronic
interaction model used in simulations has been derived by comparing the results obtained by QGSJET
and SIBYLL. In particular, simulations with SIBYLL systematically yield to a flux ∼ 7% higher.
Systematic effects introduced by variation of the fiducial cuts and by the unfolding procedure have
also been studied and give a minor contribution (! 1%) to the total uncertainty.
The proton plus helium spectrum, including both statistical and systematic errors is also reported in
figure 2a, spanning the energy range between 20 TeV and 5 PeV. Statistical errors are of the order of
1% at the lowest energies and increase with energy up to 18% at PeV energies. The contributions to
the total systematic uncertainty come from event selection, estimation of the conditional probabilities,
hadronic interaction model, composition model, unfolding procedure. As for the all–particle spectrum
the major contribution to the systematic uncertainty comes from the determination of the probability
response matrix and is about 10% for energy below 300TeV, 8% in the region 300–500 TeV and
it turns to about 21% at the PeV energies. A minor contribution comes from the selection criteria
(2.5%) and the unfolding procedure (! 1%). Simulations with SIBYLL yield to a flux ∼ 4% and
∼ 10% higher in the energy region below and above 500 TeV respectively.

4 Conclusions

The ARGO–YBJ experiment allows a deep investigation of the properties of EASs providing a
detailed measurement of the distribution of the charged particles in the shower front. The detector
is able to investigate the CR energy spectrum in a wide energy range. The measurements of the
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Figure 2: CR all–particle and p+He energy spectra measured by ARGO–YBJ (a) compared with
previous results of ARGO–YBJ [6, 8], other experimental results [9] and theoretical models [10] (b).

all–particle and p+He energy spectra are presented. As shown in figure 2b the all–particle spectrum is
in good agreement with other experimental results [9]. The measurement is also in agreement with an
independent analysis of ARGO–YBJ data [11]. The accurate reconstruction of the lateral distribution
has been exploited in order to discriminate showers produced by primaries of different mass groups.
The ARGO–YBJ experiment measured the proton plus helium flux over two energy decades, from 3
TeV to 5 PeV. There is a strong evidence of a deviation from a single power law at energies around
1 PeV, suggesting that the knee of the all–particle spectrum is due to heavier elements. Similar
conclusion has been suggested also by the results of the hybrid experiment ARGO–WFCTA based on
a Wide FoV Cherenkov telescope. These results open new scenarios about the evolution of the p+He
energy spectrum towards the highest energies and the origin of the knee.
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Cosmic-ray energy densities in star-forming galaxies
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Abstract. The energy density of cosmic ray protons in star forming galaxies can be estimated from π0-
decay γ-ray emission, synchrotron radio emission, and supernova rates. To galaxies for which these methods
can be applied, the three methods yield consistent energy densities ranging from Up ∼ 0.1 − 1 eV cm−3 to
Up ∼ 102 − 103 eV cm−3 in galaxies with low to high star-formation rates, respectively.

1 Introduction

Active star formation (SF) in galaxies leads to accelera-
tion of protons and electrons (CRp, CRe) via the Fermi-I
diffusive shock acceleration mechanism in supernova (SN)
remnants (Fermi 1954; Ginzburg & Syrovatskii 1964; Bell
1978; Protheroe & Clay 2004). Timescales of starburst
(SB) activity in galaxies are comparable to galactic dy-
namical timescales, τSB ∼ τdyn ∼ 108 yr. On the other
hand, in a SB region the characteristic timescales for pro-
tons to gain energy (by acceleration) and to lose it by colli-
sions with interstellar gas particles (leading to heating and
pion production) are typically much shorter than τSB (e.g.,
Persic & Rephaeli 2010).

The respective lengths of these timescales suggest that
in galaxies, during typical episodes of SF, particle distri-
butions are likely to attain asymptotic steady-state form.
Additionally, under virial equilibrium, CR and magnetic
fields are in an approximate minimum-energy state; this is
equivalent to having CR and magnetic fields in (approxi-
mate) energy equilibrium (e.g., Longair 1994).

The equipartition assumption enables deduction of the
CRp energy density in star forming galaxies (SFGs), Up
(the main contribution to the particle energy density), indi-
rectly from the electron energy density which can be esti-
mated from radio synchrotron measurements if the proton-
to-electron (p/e) energy density ratio is known or can be
reliably estimated.

Another way to derive Up is based on measuring the
GeV-TeV γ-ray emission, which is largely from CRp in-
teractions with ambient gas that yield neutral (π0) and
charged pions; π0 decays into γ-rays. Thus, γ-ray mea-
surements allow a direct estimate of Up; this is now pos-
sible given the recent detection of γ-ray emission from
SFGs.

ae-mail: persic@oats.inaf.it
be-mail: yoelr@wise.tau.ac.il

Also, since energy-loss timescales are shorter than SF
timescales, Up can be estimated from the observed rate of
core-collapse SN and the deduced CRp characteristic res-
idence time in the galactic disk, given a realistic estimate
of the fraction of SN kinetic energy that is channeled into
particle acceleration.

This paper describes measures of galactic CR energy
densities based on the methods outlined above. Although
not strictly independent, these methods are based on very
different observationally deduced quantities – radio emis-
sion, γ-ray emission, and the rate of core-collapse SN. We
find that the three methods yield consistent Up for a sam-
ple of 14 galaxies (and galactic environments) with widely
varying levels of SF activity, from quiescent to intense
starbursts. These are the only galaxies for which γ-ray
data (and/or radio data and SN rates) are available. After
reviewing the γ-ray, radio, and SN methods (sect. 2,3,4),
the respective results are discussed in section 5 and sum-
marized in section 6.

2 Estimating Up from γ-ray emission

Detection of GeV-TeV emission from several SFGs pro-
vided the basis for observationally-based estimates of Up
in the central SB region and across the galactic disk. In
most SB galaxies, such as the two nearby ones M 82 and
NGC 253, the central SB region with a radius of ∼ 200 pc,
is identified as the main site of particle acceleration. Here,
the injection particle spectrum is assumed to have the non-
relativistic strong-shock index q = 2. A theoretical Np/Ne
ratio, predicted from charge neutrality of the injected CRs,
is likely to hold in this source region, as is the assumption
of energy equipartition of particles and magnetic fields.

Adopting the convection-diffusion model for energetic
electron and proton propagation and accounting for all the
relevant hadronic and leptonic processes, the steady-state
energy distributions of these particles, in both the nuclear
SB region and across the full disk, can be determined in the
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context of a detailed numerical treatment (e.g., Paglione e
al. 1996; Torres 2004; Persic, Rephaeli & Arieli 2008;
de Cea et al. 209; Rephaeli, Arieli & Persic 2010). The
procedure is similar when SF is not undergoing a burst
confined to the nuclear region but occurs throughout the
whole disk.

The relevant electron energy loss processes are
bremsstrahlung, Compton, and synchrotron, whereas for
protons the main losses are γ-ray emission from π0 de-
cay following p-p collisions. Bremsstrahlung losses dom-
inate at lower energies, whereas π0-decay losses dominate
at higher energies; in the GeV-TeV region, emission is
mainly from pp–induced π0 decay (e.g., Rephaeli et al.
2010).

For a source with gas number density ng, pro-
ton energy density Up, and volume V , the integrated
hadronic emission from pp-induced π0 decay is L[q]

≥E =
∫

V
g[q]
≥E ng Up dV s−1, with the integral emissivity g[η]

≥ϵ
in units of photon s−1(H-atom)−1(eV/cm3)−1 (Drury et al.
1994). Therefore, Up can be determined, when L≥ϵ and
ngas(r) are observationally known, and the particle steady-
state energy distributions are numerically determined by
solving the convection-diffusion model for CRe and CRp
propagation.

For the two local SB galaxies M 82 and NGC 253,
GeV-TeV fluxes and spectra agree with numerical mod-
eling with Up ∼ 200 eV cm−3 in the central SB region
(Acciari et al. 2009; Acero et al. 2009; Abdo et al.
2010a). For the highest-SFR galaxy in the nearby uni-
verse, Arp 220, recent GeV data (Peng et al. 2016)
match theoretical predictions (Torres 2004) with Up ∼
2000 eV cm−3. Several low-SFR galaxies were also de-
tected in the GeV band: (i)M 31, with Up ≃ 0.35 eV cm−3

(Abdo et al. 2010b); (ii) the Large Magellanic Cloud
(LMC), with Up ≃ 0.2 − 0.3 eV cm−3 (Abdo et al. 2010c);
(iii) the Small Magellanic Cloud (SMC), with Up ≃
0.15 eV cm−3 (Abdo et al. 2010d); (iv) the composite
SB/Seyfert-2 galaxies NGC 1068 and NGC 4945 (Lenain
et al. 2010). (v) For the Milky Way, modeling of the dif-
fuse HE emission leads to Up ∼ 1 eV cm−3 (Strong et al.
2010; Ackermann et al. 2011): this value agrees well
with Up ∼ 1 eV cm−3 measured at Earth (e.g., Webber
1987), and is consistent with the somewhat higher value
(6 ± 3) eV cm−3 inferred for the ∼200 pc region of the
Galactic center (Aharonian et al. 2006, based on HESS
data).

PublishedUp values based on GeV-TeV data modeling
are reported in Table 2.

3 Estimating Up from radio emission

Determining Up from the measured radio flux clearly re-
quires knowledge of the mean magnetic field in the emit-
ting region, B, and a way to couple CRp and CRe. To
overcome this (implied) indeterminacy, the assumption of
field and particle energy equipartition is commonly made.
In addition, the contribution of secondary electrons (from

π−decay) 1 to the (steady state) electron density has to be
included. (Throughout this section we follow Persic &
Rephaeli 2014.)

While the exact form of the particle steady-state spec-
tral density does not generally have a single power-law
form (e.g., Rephaeli 1979, Rephaeli & Persic 2015), the
radiative yields are largely by protons and electrons with
energies higher than a few Gev, for which Coulomb losses
(which flatten the spectral density) are subdominant. In
this limit, the total electron spectral density can be approx-
imated by

Ne(γ) = Ne,0 (1 + χ) γ−qe , (1)

where the electron Lorentz factor γ is in the range γ1 ≤
γ ≤ γ2, Ne,0 is a normalization factor of the primary
electrons, and χ is the secondary-to-primary electron ra-
tio. The electron spectral index is qe ≥ 2, with the mini-
mal value of 2 corresponding to the strong-shock limit of
the Fermi-I acceleration mechanism. Outside the accel-
eration region qe > 2. Ignoring the contribution of low-
energy electrons with γ < γ1, the electron energy den-
sity is Ue ≃ Ne,0 (1 + χ)mec

2
∫ γ2

γ1
γ1−qe dγ = Ne,0 (1 +

χ) mec
2 γ2−qe

1 [1 − (γ2/γ1)2−qe ]/(qe − 2) .
For a population of electrons described by Eq. (1),

traversing a homogeneous magnetic field of strength B
that permeates a region of (spherically equivalent) radius
rs located at a distance d from the observer, and emitting
a 5 GHz synchrotron radiation flux of f5 Jy, the standard
synchrotron formula (e.g., Blumenthal & Gould 1970)
yields

Ne,0(1 + χ) = 1.6 × 10−16
a
−1
qe
ψ5 1250

qe
2 B

− qe+1
2 , (2)

where quantities are expressed in c.g.s. units, the
factor aqe is defined in the latter paper, and ψ5 ≡
( rs

0.1 kpc )−3( d

Mpc )2( f5Jy ). From the above expressions we de-
rive

Ue = 1.3 × 10−22 1250
qe
2 ψ5 B

− qe+1
2 ×

×
γ2−qe

1 [1 − (γ2/γ1)2−qe ]
(qe − 2) aqe

erg cm−3 . (3)

Since Ue includes both primary and secondary elec-
trons, the rough assumption that both populations can be
characterized with nearly the same power-law index (see
Persic & Rephaeli 2014) means that the primary electron
energy density is Ue/(1 + χ). Denoting the primary p/e
energy density ratio by κ(qp, qe), the proton energy den-
sity is Up ≃ κ(qp, qe)Ue/(1 + χ) . Since tight coupling is
expected in the very dense environment of SB nuclei, par-
ticle and magnetic field energy densities can be assumed to
be close to equipartition. If so, we can express the field in
terms of the total particle energy density; since γ2 >> γ1,

1Secondary positrons (from π+decay) almost immediately annihilate
with thermal electrons.
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Figure 1. Steady-state spectra of primary protons (dashed line),
primary electrons (solid line), and secondary electrons (dash-
dotted line) in the central source region of NGC 253 (from
Rephaeli et al. 2010).

2 we obtain

Up =
2.5 × 1010

1 + (1 + χ)/κ

[

3.3 × 10−21
(

1 + κ

1 + χ

)

×

× γ2−qe
1

1250qe/2 ψ5

(qe − 2) aqe

]4/(5+qe)
eV cm−3 . (4)

In general, qe, qp, χ, γ1, and κ need to be specified in order
to compute Up.
• The value of qe is deduced from the (nonthermal) radio
spectral index, α, through qe = 2α + 1.
• The proton spectral index has been measured to be
qp = 2.2 in the nearby SBGs NGC 253, NGC 3034, and
NGC 4945 (Ackermann et al. 2012). Suprathermal par-
ticles injected into a supernova shock have a power-law
spectrum with index q = (R + 2)/(R − 1), where R is the
shock compression ratio. Taking R ≃ 3.6 in the nuclear
SB regions yields qp ≃ 2.2.
• The secondary-to-primary electron ratio, χ, depends on
the effectiveness of creating electron-positron pairs from
pp interactions of primary protons with ambient protons.
Therefore, χ will depend on the injection p/e number ra-
tio, ζ, that sets the number of primary protons per pri-
mary electron, on the pp cross section at ∼> 1 TeV, and on
the gas density. The inverse of the product of the latter
two quantities is the characteristic mean free path of en-
ergetic protons, whose pp interactions yield π± which de-
cay into e± with a branching ratio of 2/3. The probabil-
ity for a proton to undergo pp interactions during its 3D
random walk through a region of radius rs and density
n, is χ = 2

3 ζ(q)
√

3 rs nσpp(n). In a typical SB nucleus
with rs = 0.2 kpc, n = 200 cm−3, and q = 2.2, we get of
χ ∼ 1, in agreement with results from numerical models
(see Fig. 1, from Rephaeli et al. 2010).

2The exact value of γ2 is of little significance for the range of values
of qe of interest here; in our calculations we take γ2 = 105.

Figure 2. Electron energy loss rates by Coulomb,
bremsstrahlung, and Compton-synchrotron processes in a
central SB region of a (M 82-like) galaxy for B=100 µG,
LIR = 1044 erg s−1, rs = 0.2 kpc, n = 100 cm−3, ne = 200 cm−3

(from Persic & Rephaeli 2014).

• For consistency with the assumed power-law form of
the electron spectrum, we take the low-energy limit γ1
to be the value of the Lorentz factor at which the sum of
the Coulomb (or electronic excitation, in ionized gas) and
bremsstrahlung loss rates equals the synchrotron-Compton
loss rate. This is also based on the fact that even for the rel-
atively high values of the magnetic field in SB nuclei, the
measured radio emission (upon which our normalization
of the electron density is based) samples electrons with
γ > 103. Equating the sum of the first two loss rates with
the latter yields an estimate of γ1. In Fig. 1 we display the
energy-loss rates expressed in Eqs. (18)-(20) of Persic &
Rephaeli (2014) for typical SB nuclei parameters.
• An approximate expression for κ at injection is
κ(q) ≃ (mp

me
)(3−q)/2 in the relativistic limit.

Thus, for given values of qe, qp, χ, γ1, and κ, the proton
energy density can be estimated if the radio synchrotron
flux, source size, and distance are known (see col. 3 in Ta-
ble 1).

4 Estimating Up from SN rates

With SN shocks the likely sites of particle acceleration,
the combination of core-collapse SN rate and CR pro-
ton residence time in the galactic disk, τres, provide a
basis for another independent estimate of the proton en-
ergy density. The value of τres is determined by two
timescales: (i) energy-loss timescale for p-p interactions,
τpp = (σppcnp)−1 that, for protons with kinetic energy
E∼> 10 TeV for which σpp ≃ 50 mb, can be written
as τpp ∼ 2 × 105 ( np

100 cm−3 )−1 yr; and (ii) CRp advection
timescale, τout, that characterizes proton escape out of
the disk mid-plane region in a fast (vout ∼ 2500 km s−1

for M 82: Chevalier & Clegg 1985; Seaquist & Ode-
gard 1991; Strickland & Heckman 2009) SB-driven wind.
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Table 1. Star-forming galaxies: CRp energy densities and SN
rates.

Object γ-ray radio νSN
meth. meth.

Arp 220 E 390 0.49
Arp 220 W 730 0.72
Arp 220 1970 2.8
Arp 299-A 365 0.46
NGC 224 (M 31) 0.36 0.01
NGC 253 200 235 0.12
NGC 3034 (M 82) 200 250 0.25
NGC 3628 100 0.035
NGC 4945 200 270 0.3
NGC 5236 (M 83) 260 0.1
NGC 6946 110 0.09
LMC 0.25 0.002
SMC 0.15 0.001
Milky Way 1 0.02

Notes. Energy densities and SN rates are given in,
respectively, eV cm−3 and yr−1. Data on core-collapse SN
rates are from Torres (2004: Arp 220), Persic & Rephaeli
(2010: M 82, NGC 253), Diehl et al. (2006: Milky Way),

van den Bergh & Tammann (1991: M 31, SMC, LMC;
see also Pavlidou & Fields 2001), Lenain et al. (2010:

NGC 4945), Strickland et al. (2004: NGC 3628), Blair et
al. (2014: NGC 5236, MGC 6946). Arp 220E+W SN

rates are computed using νSN = (2.4 ± 0.1) × 10−2

[LFIR/(1010
L⊙)] yr−1 (Mannucci et al. 2003), taking LFIR

from Torres (2004).

For a homogeneous distribution of SNe within a cen-
tral SB region of radius rs the latter timescale is τout =

3×104 ( rs
0.3 kpc ) ( vout

2500 km s−1 )−1 yr. The overall residence time
is then τ−1

res = τ
−1
pp (nHI) + τ−1

out(rs, vout). During τres, a num-
ber νSNτres of SN explode and deposit the kinetic energy
of their ejecta, Eej = 1051 erg per SN (Woosley & Weaver
1995), into the interstellar medium. Arguments based on
the CR energy budget in the Galaxy and SN statistics yield
an estimate of an efficiency factor of η ∼ 0.05 in convert-
ing kinetic energy to particle acceleration (e.g., Peng et al.
2016). Accordingly,

Up ∼ 100 νSN

0.2 yr−1
τres

3 × 104 yr
η

0.05
Eej

1051 erg
×

×
( rs

0.25 kpc
)−3 eV cm−3. (5)

In Fig. 3 we show values of Up vs. SN rates for the above
galaxy sample; the scaling relation in Eq.(5) is plotted as a
thin dotted line which represents the explicit scaling Up =
100 ( νSN

0.2 yr−1 )δ eV cm−3 with δ ∼ 1.5. that incorporates the
reciprocal dependences τres ∝ ν−αSN with α ∼ 2.5, and rs ∝
ν−βSN with β ∼ 1).

5 Uncertainties

The values of Up listed in Table 1 do not include sub-
stantial observational and modeling uncertainties. In this

Figure 3. Correlation between CRp energy density and SN rate
for the sources in Table 1. Results deduced from γ-ray (radio)
measurements are denoted by triangles (circles). The thin dotted
line represents the scaling relation Up = 100 ( νSN

0.2 yr−1 )1.5 eV cm−3,
that corresponds to Eq.(5) (as specified in the text).

section we attempt to estimate the level of precision with
which Up was determined based on only limited informa-
tion on the errors in the various observational parameters.

The use of γ-ray measurements to estimate Up, the
only direct method to measureUp, entails a substantial un-
certainty due to the poorly known spectral slope and, espe-
cially for fainter and/or more distant galaxies, the density
distribution of ambient gas.

Uncertainties in estimating Up from radio measure-
ments are more tractable due to the fact that the quan-
tities in Eq.(4) are usually well determined for our sam-
ple galaxies, except for the p/e energy density ratio κ, for
which a CRp spectral index, qp, need to be assumed. The
uncertainty on the latter parameter, δqp ≃ 0.1, translates
to a ∼50% uncertainty in κ, i.e. typically an uncertainty
of ∼10% in Up as deduced from Eq.(4). The effective
source radii, rs, are deduced from high-resolution optical
and radio data, so their values are relatively well deter-
mined, with typical uncertainties of a few 10%. Thus,
all the galaxy quantities relevant to computing the CRp
density are presumed to be measured at a precision level
of ∼ 30%; accordingly, Up can be estimated to within an
overall uncertainty of 50%.

A precise measurement of the actual rate of core-
collapse SNe is obviously crucial essential for reliable es-
timates of Up. This is quite difficult especially in central
SB regions where optical extinction is very strong. More-
over, radio counts of SN remnants require information on
their ages in order to determine actual SN rates. For galax-
ies in our sample galaxies, available observational results
indicate that νSN are known to within a factor ∼2. Also,
uncertainties in Up can also be due to uncertainties in τres;
the latter mostly arise from the uncertainty in the fast wind
velocity, which in turn is probably known to within a factor
of ∼2. Published estimates of the SN energy that is chan-
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neled to CR, ∼5% − 10% of the total kinetic energy of the
SN ejecta, agree within a factor ∼< 2 (Woosley & Weaver
1995; Lingenfelter et al. 1998; Higdon et al. 1998).

6 Discussion

The three methods discussed here are not independent.
The γ-ray and radio methods are related through the com-
mon dependence on the p/e ratio at injection, on the
secondary-to-primary electron ratio, and on the assump-
tion of particle-field equipartition. The SN method is not
independent of the γ-ray method either, since both depend
on the CRp residence time in the emission region - al-
though, unlike the γ-ray and radio methods, it does not
depend on the particle radiative yield but on the statistics
of core-collapse SN. Also, the γ-ray, radio, and SN meth-
ods are not on equal footing. By these methods the value
of Up is either measured, inferred, or estimated, respec-
tively. This is due to (i) π0-decay γ-ray emission is the
most robust measure of Up when the distribution of tar-
get gas is known and the particle propagation mode and
energy losses are well known, whereas (ii) radio emission
enables deduction of Up from the radio spectral distribu-
tion, and assumed p/e energy density ratio and particle-
field energy equipartition; and (iii) assuming a SN origin
for CR, SN statistics for a given (region of a) galaxy leads
to an estimate of Up there.

Nonetheless, it seems that the three methods yield
roughly consistent results. Specifically, as expected, there
is a very significant difference between the very high CRp
energy densities (Up ∼ O(102) eV cm−3), deduced for a
central SB region as compared with the low values (Up ∼
O(10−1) eV cm−3) for the rest of the galactic disk.

Finally, note that the distribution of data points in
Fig. 3, with scaling Up ∝ ν1.5

SN, is consistent (within un-
certainties) with the observational relation Lγ ∝ SFR1.4

(Abdo et al. 2010b, for essentially this same sample of
galaxies). This clearly supports a mostly pionic, SN-
powered origin of the γ-ray emission in star forming
galaxies (e.g., Pavlidou & Fields 2001).

7 Conclusion

For a sample of galaxies for which pointed GeV-TeV data
are available (from Fermi/LAT) and from Cherenkov tele-
scopes), we compared values ofUp derived from the radio,
γ-ray, and SN methods. Reasonable agreement among es-
timates based on the three methods is reached, showing
clearly that there is a very substantial gap between the very
high values (Up ∼ O(102) eV cm−3) in central SB regions
such as Arp 220, M 82, NGC 253 and NGC 4945, and the
low values (Up ∼ O(10−1) eV cm−3) in the less active SF
regions in the disks of, e.g., Local Group galaxies.

The results of this study extend the validity of our pre-
vious findings:
(i) The Fermi-I acceleration mechanism, assumed to be at
play in the environment of SN remnants, leads to accel-
eration timescales for CRp in galaxies such that particles

and fields attain equilibrium over typical SF timescales, in
agreement with observational evidence.
(ii) CR energy densities and magnetic fields, inferred from
radio data under the assumption of energy equipartition,
can be used as proxies of the actual quantities that are
measured directly only from γ-rays. This could be partic-
ularly useful in the case of distant (z∼> 1) galaxies, whose
(unbeamed) γ-ray fluxes are too faint to be measured but
whose radio fluxes are within reach of sub-mJy surveys
(e.g., Tozzi et al. 2009).
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Two-zone model for the broadband Crab nebula spectrum: mi-
croscopic interpretation

F. Fraschetti1,a and M. Pohl2,3

1Depts. of Planetary Sciences and Astronomy, University of Arizona, Tucson, AZ, 85721, USA
2DESY, 15738 Zeuthen, Germany
3Institute of Physics and Astronomy, University of Potsdam, 14476 Potsdam, Germany

Abstract. We develop a simple two-zone interpretation of the broadband baseline Crab
nebula spectrum between 10−5 eV and ∼ 100 TeV by using two distinct log-parabola
energetic electrons distributions. We determine analytically the very-high energy pho-
ton spectrum as originated by inverse-Compton scattering of the far-infrared soft ambient
photons within the nebula off a first population of electrons energized at the nebula ter-
mination shock. The broad and flat 200 GeV peak jointly observed by Fermi/LAT and
MAGIC is naturally reproduced. The synchrotron radiation from a second energetic elec-
tron population explains the spectrum from the radio range up to ∼ 10 keV. We infer
from observations the energy dependence of the microscopic probability of remaining
in proximity of the shock of the accelerating electrons.

1 Introduction
The steady-state gamma-ray emission of the Crab Nebula has been observed in the past decade by a
number of ground-based observatories, i.e., HEGRA [1], MAGIC [2], HESS II [3] and VERITAS [4].
The photon differential spectrum as determined by such experiments is consistent with a log-parabola
distribution from ∼ 50 GeV up to 100 TeV. We propose a two-zone model with two distinct popula-
tions of energetic electrons having two distinct log-parabola distributions injected at the same energy
to explain the broadband spectrum from 10−5 eV up to 100 TeV; however, the MeV region exceeds
our prediction. In the literature, the broad and flat VHE peak at 200 GeV joining the TeV-band spec-
trum observed with MAGIC (0.05 − 30 TeV) with the GeV-band spectrum obtained with Fermi/LAT
(1 − 200 GeV) has been empirically modelled with a modified log-parabola with an additional free-
parameter that is not physically justified [2]. We show that such VHE peak is naturally explained
by inverse-Compton scattering off monochromatic Infra-Red ambient photons within the nebula of a
log-parabola distribution of electrons. Synchrotron radiation explains the radio/X-ray spectrum.

2 Outline of the model for steady injection of energetic particles
We assume that the number of electrons accelerated at the nebula termination shock (TS) with Lorentz
factor > γ is given by a log-parabola

N(> γ) = N0(γ/γ0)−[s−1+rlog(γ/γ0)], (1)
ae-mail: ffrasche@lpl.arizona.edu
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where N0 is a normalization constant, γ0 is the electron injection Lorentz factor and the spectral
parameters s and r are related to the microscopic statistical parameters.

2.1 Inverse Compton flux

The target photon population within the nebula is assumed to be isotropic in the frame of the plasma
flowing downstream of the shock at the scale of the VHE electrons mean-free path. The cold photons
are IC scattered by the isotropic energetic electrons.

For a photon ambient population with a phase space photon density (number of photons per unit
of volume and energy) given by n(ε) in the plasma frame, the spectrum of the scattered photons with
initial energy between ε and ε + dε and final energy ε1 per single electron is [5]

dNγ,e

dtdε1
=

3σT c
4γ2

n(ε)
ε

dεG(q, Γ), (2)

where σT is the Thomson cross-section, c the speed of light in vacuum and

G(q, Γ) = 2qlnq + (1 + 2q)(1 − q) +
Γ2q2(1 − q)
2(1 + Γq)

, Γ =
4εγ
mec2 , q =

ε1

Γ(meγc2 − ε1)
. (3)

and where Eqs (2, 3) are derived under the only restriction γ ≫ 1. The calculation of the IC power
emitted by a single electron in the plasma frame over the target photon distribution n(ε) requires
integration over the kinematically permitted photon final energies:

PIC =

∫ ∞

0
dε

∫ εM
1

0
dε1

dNγ,e

dtdε1
ε1 = 12σT cγ2

∫ ∞

0
dε εn(ε)J(Γ), (4)

where εM
1 = Γmeγc2/(1+Γ) and J(Γ) =

∫ 1
0 dq qG(q, Γ)/(1+qΓ)3. The factor J(Γ) can be approximated

as follows: J(Γ) ≃ 1/9 in the Thomson limit (Γ ≪ 1) and J(Γ) ≃ [lnΓ − 11/6]/2Γ2 in the extreme
Klein-Nishima limit (Γ ≫ 1) [6].

We use the simplifying assumption of a monochromatic target photon field, n(ε) = n0δ(ε − ε0),
where ε0 is determined by the joint fit of Fermi/LAT and MAGIC data. Thus, the power PIC is given
in the extreme Klein-Nishima limit by

PIC =
3
8
σT c(mc2)2

∫ ∞

0
dε

n(ε)
ε

[
ln

4εγ
mec2 −

11
6

]
≃

3
8
σT c(mc2)2 n0

ε0

[
ln

4ε0γ

mec2 −
11
6

]
. (5)

Given the differential electron distribution from Eq. 1,

dN(γ)
dγ

=
N0

γ0
| − s + 1 − 2rlog(γ/γ0)|

(
γ

γ0

)−[s+rlog(γ/γ0)]

, (6)

the total IC power is found by folding dN(γ)/dγ with PIC in Eq. 5, Ptot
IC(ν) =

∫
dγPICdN(γ)/dγ.

Finally, defining the total IC flux at Earth from a source at distance d as νFIC
ν = Ptot

IC(ν)/4πd2 leads to

νFIC,ν(ε) =
A′(ε0)
4πd2

[
ln

4ε0ε

(mec2)2 −
11
6

]
N0

γ0

[
−s + 1 − 2rlog(ε/ε̄0)

]
(ε/ε̄0)−[s−1+r·log(ε/ε̄0)] (7)

where we have defined ε̄0 = hν̄0 = mec2γ0 and A′(ε0) = (3/8)(h/mec)σT (mec2)3n0γ0/hε0 and we
have used the monochromatic approximation hν ≃ mec2γ for the extreme Klein-Nishima limit. Equa-
tion 7 is a log-parabola distribution multiplied by two logarithmically dependent pre-factors in the
squared brackets of the right hand side.
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Figure 1. Left Theoretical photon differential spectrum (black) in Eq. 7 from inverse-Compton off a ε0 = 10−2

eV monochromatic target photon field. The theoretical curve with best-fit parameters (see Table 1) is compared
with the data from Fermi/LAT [7], HEGRA [1], MAGIC [2], HESS II [3] and VERITAS [4] and the log-parabola
fit (blue) of the MAGIC data with indexes α = 2.47 and β = −0.24 (see Eq. 9). The red-curve shows the same
spectrum as the black curve with r = 0. A power-law with exponential cut-off (grey) with slope 2.2 and energy
cut-off Ec = 6 TeV is reported for illustrative purpose. Right Theoretical photon differential spectrum (in black)
from Eq. 8 with best-fit parameters (see Table 1). The red-curve shows the same spectrum as the black curve
with r = 0. The radio and soft X-rays data from ISO-SCUBA, Spitzer, XMM-Newton, SPI, IBIS/ISGRI (same
set used for the broadband spectrum in [2]) are shown in red. Fermi/LAT and MAGIC data are overlaid for
comparison.

2.2 Synchrotron flux

The synchrotron power emitted by a single electron, averaged over an isotropic electron distribution,
is given in the plasma frame by Psync =

σT c
6π γ

2B2, where B is the external magnetic field assumed
to be uniform. The total synchrotron power is found by folding the single electron power with the
differential electron spectrum in Eq. 6: Ptot

sync =
∫

dγPsyncdN(γ)/dγ. We use the monochromatic
approximation with a characteristic synchrotron frequency νs = 0.29(3eγ2B)/(4πmec) = γ2ν0

s , so we
recast Ptot

sync =
∫

dγPsyncdN(γ)/dγ|ν=νs . Thus, for ν ≃ νs, the total flux at Earth νFsync
ν , related to

synchrotron power νFsync
ν = Ptot

sync(ν)/4πd2 can be approximated as

νFsync
ν (ε) =

σT c
12π4πd2 N0B2γ2

0

⎛
⎜⎜⎜⎜⎝
ε

ε0
sγ

2
0

⎞
⎟⎟⎟⎟⎠
− 1

2 [s−3+ r
2 log(ε/ε0

sγ
2
0)] ∣∣∣−s + 1 − rlog(ε/ε0

sγ
2
0)
∣∣∣ (8)

where we have defined ε0
s = hν0

s .

3 Comparison with broadband observations

3.1 GeV and multi-TeV spectrum

We assume that energetic electrons inverse-Compton scatter off a gas of monochromatic IR photons
within the nebula with energy ε0 = 10−2 eV and number density n0 = 5× 102 cm−3 (the distance from
the source is d = 1.9 kpc). Figure 1, Left panel, compares the resulting analytic photon differential
spectrum in the VHE range given by Eq. 7 with the spectra from various ground-based VHE obser-
vatories above 10 GeV: HEGRA (300 GeV- 100 TeV) [1], MAGIC (50 GeV - 30 TeV) [2], HESS II
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(230 GeV - 25 TeV) [3] and VERITAS (115 GeV - 42 TeV) [4]. The best-fit parameters in Fig. 1
of the joint Fermi-LAT and MAGIC data are reported in Table 1. In Fig. 1, Left panel, the overlaid
log-parabola empirical fit of the solely MAGIC data provided by [2] has the form, modulo an ε2 factor,

dN
dεdAdt

(ε) = f0(ε/εM
0 )−α+β·log(ε/εM

0 ) (9)

with power-law index α = 2.47 ± 0.01, curvature β = −0.24 ± 0.01, scale εM
0 = 1 TeV (note that

εM
0 = ε̄0) and normalization factor f0 = 3.23 × 10−11 TeV−1 cm−2 s−1. We note that, not suprisingly,

the best-fit value of 2 − α and β of MAGIC data are inconsistent with our value of joint Fermi/LAT
MAGIC fit −(s−1) and r. The grey curve in Fig. 1 shows that a power-law with exponential cut-off is
unable to reproduce the VHE spectrum from the peak up to the highest energies (here the cut-off is set
to Ec = 6 TeV from [2]). It turns out that there is no parameter combination for a simple power-law
distribution of the electrons (r = 0) able to reproduce the broadband observations in the assumption
of monochromatic photon target gas, but a different distribution of energetic particles is needed.

Figure 1, Left panel, shows that the MAGIC empirical log-parabola in Eq. 9 and our solution in
Eq. 7 equally well reproduce the MAGIC data down to the IC peak at ≃ 200 GeV. Our theoretical
curve is also able to reproduce the broadness of the IC peak and the high-energy Fermi/LAT data; the
logarithmic pre-factor in the second squared parentheses in Eq. 7 governs the width of the GeV peak
that a simple log-parabola curve fails to reproduce.

The simple theoretical curve derived here is in good agreement with both the Fermi/LAT rising
data up to the IC peak and the VHE data. The declining part of the Fermi-LAT spectrum below ≃ 1
GeV is likely to arise from a distinct particle population or distinct acceleration process. The best-fit
value of the VHE band in a magnetic field with strength B = 140 µG gives a characteristic synchrotron
photon energy ε0

sγ
2
0 = 2.7 eV. The corresponding νFsync

ν = Ptot
sync(ν)/4πd2 (see Eq.8) with parameters

fixed by fit of IC spectrum is inconsistent with radio and X-ray data.

3.2 Radio and X-ray spectrum

By using a constant and uniform magnetic field with strength B = 140 µG, the radio and soft X-ray
data (10−5 eV up to ∼ 10 keV) can be reproduced with the steady synchrotron emission from a log-
parabola given by Eq. 8, as shown in Fig.1, right panel. However, the best-fit parameters differ from
those in the VHE range (see Table 1) with the same injection γ0 ≃ 2× 106. Such a parameter set leads
to a predicted IC flux inconsistent with VHE observations. In addition, Fig. 1 shows that the range
0.1−103 MeV requires a third energetic particles population or emission process that is not discussed
in this work. The best-fit values of the indexes s, r are about twice for synchrotron than for IC (see
Table 1). The reason is in the monochromatic approximation leading to the difference of a factor 1/2
in the exponential of the log-parabola in Eq. 8 as compared to Eq. 7: the characteristic frequency
scales as γ for IC and as γ2 for synchrotron. We note that the Synchrotron self-Compton with the
best-fit parameters of the synchrotron radiation is inconsistent with the Fermi/LAT and MAGIC data.

4 Discussion and Conclusion

The log-parabola particle spectrum can be derived in the assumption that the probability for energetic
electrons of remaining in proximity of the acceleration region and not being advected downstream
or leak upstream of the shock, P, decreases with γ as P = g/γ−q, with the normalization constant g
and q > 0 [8]. As well known, a P independent of energy results in a power-law particle spectrum.
For a quasi-perpendicular shock geometry such as the nebula TS, to the lowest order in U1/v where
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Table 1. Best-fit value of the electron log-parabola distribution parameters within the specified range

s r N0(1044) ε̄0 = mec2γ0 (TeV)
Synchrotron 2.795 ± 0.003 0.2523 ± 0.0018 103 ± 90 1.049 ± 99
(5 × 10−6 eV − 10 keV)
IC 1.3616 ± 0.0054 0.06557 ± 0.0024 1.000 ± 0.009 1.003 ± 0.099
(2.2 − 104) GeV

U1 is the upstream flow speed, we find q = 2rU1/c (see [9] for detailed discussion). If U1/c ≃ 0.2,
we find for the two electron populations q ≃ 0.026 (VHE) and q ≃ 0.1 (Radio/X-ray). The origin of
the two distinct electron populations is not discussed in this short note.
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The DAMPE experiment: first data from space
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Abstract. The DAMPE satellite has been successfully launched in orbit on December
2015. The science goals of the mission include the study of high energy cosmic ray
electrons, photons, protons and nuclei in a wide energy range: 109 − 1014 eV. A report
on the mission status will be presented, together with on-orbit detector performance and
first data coming from space.

1 Introduction

The DAMPE (DArk Matter Particle Explorer) satellite was launched on December 17, 2015 and is
in smooth data taking since few days after. Data from various subdetectors allow an efficient iden-
tification of the electron signal over the large (mainly proton-induced) background. As a result, the
all-electron spectrum will be measured with excellent resolution from few GeV up to few TeV, thus
giving the opportunity to cleary observe a cutoff and/or identify a possible contribution of nearby
sources. Moreover the study of cosmic ray (CR) electrons and high energy photons will allow an in-
direct search for dark matter signatures. Even if primarily optimized to collect electrons and gammas,
DAMPE provides good tracking, calorimetric and charge measurements also in case of protons and
nuclei. This will allow precise measurement of CR protons and nuclei energy spectra from few GeV
up to about hundreds TeV. The high energy region will be explored with better precision compared
to previous experiments: spectral indexes for individual species could then be well measured and the
observed hardenings around 250 GeV/n could be studied and better quantified.

2 The DAMPE detector

DAMPE consists of a Plastic Scintillator strip Detector (PSD) that serves as anti-coincidence and
charge detector, a Silicon-Tungsten tracKer (STK) to reconstruct the direction (and charge) of incident
particles, a BGO imaging calorimeter (BGO) of about 32 radiation lengths that measures the energy
with high resolution and distinguishes between electrons and protons, and a NeUtron Detector (NUD)
that can further increase the hadronic shower rejection power (see Fig. 1).

The PSD is designed to measure the charge (Z) of incident high-energy particles, up to Z = 26,
by looking at the energy release due to ionization process, that is approximately proportional to Z2. It
has a 825 × 825 mm2 active area made by organic plastic scintillators. Only light materials have been
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Figure 1. Structure diagram (left) and 3D view (right) of the DAMPE detector.

DAMPE 

Figure 2. Comparison of the DAMPE STK features
with other detectors.

X Layer (22 BGO bars)

Y Layer

14 Layers

Figure 3. 3D view of the DAMPE BGO scintillator
calorimeter.

used in the mechanical structure, in order to avoid initiating electromagnetic showers before the STK.
It is arranged in a double layer configuration and has in total 82 detector modules. Each module is
made by a long plastic scintillator bar of 825 mm with a 28 × 10 mm2 cross section and is read out
by two PMTs at each end. The modules are staggered by 8 mm in the layer, and the bars in the two
layers are perpendicular, resulting in a overall efficiency of 99.75% . A double dynode readout for
each PMT has been implemented in order to cover a wide range, namely from 0.1 to 1400 times the
energy released by a Minimum Ionizing Particle (MIP), with an overlap region for calibration.

The Silicon-Tungsten tracKer is devoted to the precise reconstruction of the particle track. It is
made by twelve position-sensitive silicon detector planes (six planes for the x-coordinate, six planes
for the y-coordinate). Three layers of tungsten are inserted in between the silicon x − y planes (2,
3, and 4) to convert gamma rays in electron-positron pairs. The specifications of STK are given in
Table 1 and a comparison with other experiments is shown in Fig. 2 looking at active area and number
of channels. The tracking resolution is expected to be 0.2◦. The STK analog readout can also provide
an independent measurement of the incident particle charge, at least up to medium mass nuclei. It is
a compact system where readout and power supply electronics are mounted on the sides [2, 5].

The BGO calorimeter is devoted to measure the energy deposition of incident particles and to
reconstruct the shower profile. Moreover the trigger of the whole DAMPE system is based on the
signals from the BGO and the shower profile is fundamental to distinguish between electromagnetic
and hadronic showers. The calorimeter is composed of 308 BGO crystal bars (2.5 × 2.5 × 60 cm3 is
the volume of each single bar). The crystals are optically isolated from each other and are arranged

 
 

DOI: 10.1051/, 0 (2017) 713602010136 epjconf/201EPJ Web of Conferences
RICAP16

2010 

2
 
 

                                                                           106



Table 1. Main STK specifications.

Active area of each silicon layer 0.5534 m2

Silicon thickness 320 µm
Silicon strip pitch 121 µm
Tungsten thickness 1 mm
Depth (rad. lengths) 0.976
Power consumption 82.7 W
Mass 154.8 kg

Table 2. Main BGO specifications.

Active area 60 × 60 cm2

Depth (rad. len.) 32
Sampling > 90%
Long. segmentation 14 layers
Lat. segmentation ∼ 1 Molière radius

horizontally in 14 layers each made by 22 bars (Fig. 3). The bars of a layer are ortogonal to those
of the following one in order to reconstruct the particle path in both views (x − z and y − z). The
total vertical depth of the calorimeter is about 32 radiation lengths and 1.6 nuclear interaction lengths.
This unprecedented depth ensures that almost 100% of the energy of electrons and γ-rays is deposited
in the calorimeter, and about 40% in the case of protons anad nuclei. The high energy limits of the
DAMPE measurement ranges (about few TeV for electrons/photons and hundreds TeV for nuclei,
depending on the their fluxes) are manly determined by its very large geometric factor, which is about
0.3 m2 sr for hadrons and even larger for electrons/photons. Table 2 summarizes the key parameters of
BGO calorimeter. Each crystal element is read out by two PMTs, mounted on both ends of the crystal.
The measured light asymmetry allows to further estimate where the energy has been deposited along
the BGO bar. In order to cover a very large dynamic range (2 × 106), the signals are collected from
three different dynodes covering different ranges on each side.

Typically hadron-induced showers produce roughly one order of magnitude more neutrons than
electron-induced showers. The neutrons quickly thermalize in the BGO calorimeter and their activity
can be detected by a suitable NeUtron Detector (NUD, see Fig. 1) within few µs, thus providing a
further tool to distinguish the types of high-energy showers. The NUD is made by four boron-loaded
plastics, each with a set of PMTs and related electronics. Indeed neutrons entering the boron-loaded
scintillator undergo a capture process (namely 10B + n → 7Li + α + γ), whose probability is inversely
proportional to their velocity, within an average capture time that is inversely proportional to the
10B loading. The scintilators are wrapped with a layer of aluminium film for photon reflection, and
anchored in an aluminium alloy framework. The space between plastic scintillators and the framework
(1 mm on each side) has been filled with silicone rubber to relieve the vibration during the launch of
the satellite.

3 Ground tests and on-orbit operation

An extensive Monte Carlo simulation activity was done during R&D phase in order to find a proper
compromise between physics goals and limitations on geometry, power consumption and weight.
DAMPE performances were verified by a series of beam tests at CERN with electrons, photons, pions,
protons and nuclear fragments. The wide energy range of the electron beams and the high-purity of the
proton beams were sufficient to check energy resolution (Fig. 4), linearity and e/p separation. Also a
beam of argon fragments was used for testing the detector response to nuclei. Details of the test-beam
results as well as the features of the qualification module can be found in [1–6]. Furthermore many
tests (namely energy response to MIPs, efficiencies, detector alignment, etc.) have been performed
during different stages of the DAMPE assembly using a large samples of CR mouns at ground.

After launch, the spacecraft entered a sky-survey mode immediately and a dedicated-calibration
of the detector was performed in two weeks. The calibration included the determination of pedestals,
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Figure 4. Linearity and resolution of the DAMPE BGO calorimeter for electromagnetic showers: comparison of
beam test data with simulations [3].

Figure 5. Detected counting rate vs latitude and lon-
gitude (arbitary units on the color palette). The South
Atlantic Anomaly is clearly visible.

Figure 6. MIP peak in the BGO calorimeter: com-
parison of simulation with on-orbit data.

response to MIPs, alignment, and timing. By comparing on-orbit data with simulations and on-ground
tests we can conclude that the detector is working very well. The satellite is on a solar-synchrous orbit
lasting 95 minutes. The pedestal calibration is performed twice per orbit and the global trigger rate is
kept at ∼ 60 Hz by using different pre-scale for unbiased and low-energy triggers at different latitudes
(see Fig. 5 and [2]). Data are packaged with timestamp and transmitted to ground at a rate of about 5
millions events per day corresponding to ∼ 15 GB/day, that increases up to ∼ 100 GB/day after offline
reconstruction.

4 First on-orbit data and expected performances

The DAMPE detector started taking physics data very soon after the launch. The performance pa-
rameters (temperature, noise, spatial resolution, efficiency) are very stable and very close to what
expected. The absolute energy measurement has been checked by using the geomagnetic cut-off and
it results well calibrated. Also the absolute pointing has been successfully verified. Indeed the photon
data collected in 165 days were enough to draw a preliminary high-energy sky-map where the main
gamma-sources are visible in the proper positions. Fig. 6 shows the MIP peak reconstructed with the
energy released in the BGO crystals. It is evident the agreement with the distribution derived from the
simulation. The energy released in the PSD allows measuring the particle charge and distinguishing
the different nuclei in the CR flux. Figs. 7 and 8 show preliminary results of these measurements for
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Figure 7. Preliminary distribution for light CR com-
ponent as measured in the DAMPE PSD.
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Figure 8. Preliminary Z measurement up to iron with
the DAMP PSD.
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Figure 9. Preliminary result about e/p separation (see
text). The background on the right is due to CRs en-
tering the satellite from the sides.
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Figure 10. All-electron spectrum. The red dots rep-
resent the possible DAMPE measurement in 3 years.

the light component (H and He) and for the full range up to iron (1 ≤ Z ≤ 26), respectively, for a first
sample of on-orbit data.

The measurement of the electron (plus positron) flux is one of the main goal of the DAMPE
mission. The shower development in the BGO provides the tool to distinguish leptons from hadrons.
Among others, a shape parameter has been defined: Fi = spreadi × Ei

Etot
, where i is the index of the

BGO layer (1 ≤ i ≤ 14), spreadi is the shower width in a given layer, Ei and Etot are the energy
on the single i-th layer and on all the calorimenet, respectively. Using the shape parameters on the
last BGO layers (13, 14) it is possible to separate leptons from hadrons with a very large rejection
power (preliminary results in Fig. 9). The rejection capability will be further enhanced by means of
the NUD.

The DAMPE detector is expected to take data for more than 3 years. This time interval is suf-
ficient to deeply investigate many open questions in galactic CR studies. In Fig. 10 the possible
DAMPE measurement of the so called "all-electron" spectrum in 3 years is shown. Given the excel-
lent resolution, spectral features like a possible cut-off at about 1 TeV or a flux increase due to nearby
astrophysical sources or dark matter signatures [7], could be well detected.

Many experiments [8–11] observed a discrepant hardening of the CR elemental spectra at about
250 GeV/n. This is another interesting topic related to CR origin and propagation. Due to its very
large geometric factor, DAMPE will be able to significantly reduce statistical uncertainties in the
break region and give a precise measurements on the high energy spectral index of each nuclear
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Figure 11. Proton (left) and helium (right) spectra in the range 10 GeV - 10 TeV. The red dots indicate the possible
DAMPE measurement (for an exposure of 0.3 m2 sr yr) assuming the AMS-02 data fit and its extrapolation to high
energy.

species (see Fig. 11). Moreover the large exposure will allow extending energy spectra measurements
for protons and nuclei up to hundreds TeV. This also apply quantities like the boron-to-carbon ratio,
that could be well measured up to about 10 TeV/n.

5 Conclusions

The DArk Matter Particle Explorer (DAMPE) is a space mission supported by the strategic space
projects of the Chinese Academy of Sciences with the contribution of Swiss and Italian (namely
INFN and MIUR) institutions. The rocket has been successfully launched on December 17, 2015 and
DAMPE presently flies regularly on a sun-synchronous orbit at the altitude of about 500 km. Four
different detectors are arranged on the satellite: a plastic scintillator array (PSD), a silicon-tungsten
tracker (STK), a BGO calorimeter and a neutron detector (NUD). They are devoted to measure the
fluxes of charged CRs (electrons, protons and heavier nuclei), to study high energy gamma rays from
astrophysical sources and to search for indirect dark-matter signatures. The main technical features
of the detectors and a short review of the first preliminary results have been presented.
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Abstract. CaloCube is an R&D project borne to develop a novel calorimeter design,
optimized for high-energy cosmic ray measurements in space. A small prototype made
of CsI(Tl) elements has been built and tested on particle beams. A final version, made
of 5x5x18 crystals and with dual readout (two photodiodes for each crystal), to cover
the full required dynamic range, is under construction and will be tested at CERN SPS
in Summer 2016. The dual readout compensation technique were developed and the
feasibility to extract Čerenkov signals from CsI crystals verified.

1 Introduction

The study of cosmic rays can be done either through indirect or direct experiments. The former
are commonly achieved by means of ground-based detectors, which detect the secondary particles
produced by cosmic rays of very high energy (E ≥ 1 PeV) interacting with the Earth’s atmosphere,
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taking advantage of the multiplication effect due to the shower development. On the contrary, the
direct measurement concerns the individual detection of the primary cosmic rays of energy up to 1015

eV (given the rapid attenuation of the flux with increasing energy), which is of great interest in the
study of cosmic rays produced by galactic sources.

This type of measurement is done using instruments placed abovee the atmosphere (on board
of orbiting satellites), and represents a significant technological challenge, because such detectors
must have: large geometrical acceptance, high energy resolution and optimal particle identification
capability, with a limited weight and low power consumption.

2 The CaloCube concept

The direct measurement of individual protons and nuclei spectra in space at high energy (up to 10
PeV) requires to have: an extremely large acceptance (fewm2

sr), a good energy resolution (better than
40%) and mass identification capability, whereas the direct measurement of the electron component
above 10 TeV requires: an excellent energy resolution (better than 2%), high h/e rejection (better than
105) and large acceptance above 1 TeV. Such stringent requirements can be obtained using a calorime-
ter in conjunction with a dE/dx detector, and for this purpose the R&D project CaloCube

1was created,
with the aim of studying the design and optimization of a calorimeter for measurements of high-energy
cosmic rays in space[1]. The proposed solution consists of a finely segmented calorimeter made of

Figure 1. The CaloCube layout is based on a quasi-isotropic geometry with cubic symmetry, where the active
volume is made of NxNxN small cubic scintillator crystals, optically isolated from each other, read from one or
more solid state detectors (Si-Photodiode).

a large number of active scintillating elements, arranged in a geometry with cubic symmetry in order
to have a quasi-isotropic response (see Fig. 1). Each active element, acting as an independent scintil-
lator, is optically isolated from each other, and is read by one or more silicon photodiode (to have a
larger dynamic range). The scintillating crystals also work as active absorber (concerning the energy
deposition), resulting in a good energy resolution. Moreover, the 3D segmentation of the calorimeter
allows to obtain a precise shower imaging[2].

The calorimeter response depends on the adopted geometry and on the material used for the single
scintillating crystals. For this reason, an accurate Montecarlo, based on the FLUKA package, has
been developed to carefully study the calorimeter operation in different configurations.

A NxNxN cubic geometry, with cubes of about 1 Molière radius size each, has been studied
with different scintillating materials, sizes and gaps (distance between the adjacent cubes). Some re-

1CaloCube is an R&D project financed by INFN for 3 years (end 2016).
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sults are summarized in Table 2, where different configurations, comparable in terms of total weight
(Wtot ≃ 2 tons) and active volume fraction (about 78%) are shown. Among the five materials, LYSO

CsI(Tl) BaF2 YAP(Yb) BGO LYSO(Ce)

l (cm) 3.60 3.20 2.40 2.30 2.10
Gap (cm) 0.30 0.27 0.20 0.19 0.18
N cubes 20 x 20 x 20 22 x 22 x 22 28 x 28 x 28 27 x 27 x 27 30 x 30 x 30
L (cm) 78.0 76.3 72.8 67.2 68.2
Lint (λint) 1.80 2.31 3.09 2.72 3.01
Lrad (X0) 38.88 34.73 24.96 55.54 53.75
GF (m2

sr) 9.56 9.15 8.32 7.10 7.35

Table 1. List of some of the studied calorimeter geometry. Each configuration has been simulated with a
FLUKA based Montecarlo, in order to find the best behavior of the calorimeter, having fixed some global

parameters, such as the total weight Wtot ≃ 2 tons.

(Lu1.8Y0.2SiO5(Ce)) is the best one for protons, due to the better shower containment, which compen-
sates for the smaller volume (due to its high density of 7.1 g/cm3).

The collection efficiency of the scintillation light depends on the type of coating used to reflect
the light and isolate each crystal from the adjacent ones. Several different materials have been tested
measuring the signal induced by a 5.5 MeV α emitted by a 241Am source, and the result (in terms of
signal amplitude) is shown in Fig. 2.

3 Test and results

A small mechanical structure has been built, to allow the test of different geometric configurations
on an accelerator beam. In particular, a prototype with 135 cubic crystals of 3.6 cm size, arranged in
15 planes of 3 x 3 cubes each, with a gap of 0.4 cm between them, has been implemented (Fig. 3). In
this case, CsI(Tl) has been chosen for practical reasons: it is widely available on on the market at an
affordable price, it has a very high light yield and its emission spectrum matches very well the spectral
response of a large variety of Si photodetectors.

This prototype results to have a shower containment of about 1.5 Molière radius (RM) and an
active depth of 28.4 X0 and 1.35 λint, and has been tested at CERN with different particle beams,
summarized in Table 3.

Test Beam Energy

Feb. 2013 ions Pb + Be 13-30 GeV
Mar. 2015 Ions Ar + Poly 19-30 GeV
Aug./Sep. 2015 µ, π, e 50, 75, 150, 180 GeV

During the last test beam at CERN2(Summer 2015), the prototype was initially exposed to µ
beams, to obtain the response of each crystal to a minimum ionizing particle (m.i.p.), thus determining
the individual conversion factor between the deposited energy and the photodiode signal (Fig. 4).
These factors are used to equalize the response of all the cubes that compose the calorimeter.

Then an estimate of the energy resolution has been determined, exposing the calorimeter to e+/e−
beams of different energy, and determining the total deposited energy, given by the sum of the equal-
ized signals of all the cubes. A preliminary result is shown in Fig. 5, referring to a beam of 50 GeV
electrons. In this case the measured total energy (expressed in m.i.p) is in good agreement with the
expectation, and the corresponding resolution is at level of 1%.

2
This project has received funding from the European Union’s Horizon 2020 research and innova-

tion programme under grant agreement No 654168
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Figure 2. Signal amplitude of a single CsI(Tl) scintilla-
tor cubic crystal of size (36 mm)2 with different coating
materials.

Figure 3. The prototype with 3 x 3 x 15 CsI(Tl)
crystals used to perform the test beams at CERN in
2015.

Figure 4. Response of a single crystal to a non-
interacting track at 150 GeV (mainly µ). The distribution
is well fit with a Landau distribution (red).

Total signal (MIPs)

C
ou

nt
s

sigma ~ 1%

Figure 5. Measured distribution of total energy
(expressed in m.i.p.) released with a 50 GeV elec-
trons beam, fit with with the expected distribution
(red). The resulting energy resolution is about 1%.

4 Next developments

A new calorimeter prototype, consisting of 5 x 5 x 15 cubes, is in preparation and under test
at CERN in the summer 2016. The larger number of cubes (especially in the transverse dimension)
allows to have a better event containment, even for hadronic showers. In this prototype the light signal
of each crystal will be read out by two photodiodes, with different sensitive area, in order to cover the
full expected dynamic range.

Furthermore, some tests are in progress to verify the feasibility of detecting also the Čerenkov light
produced by charged particles inside the crystals (CsI is transparent down to 340 nm wavelength), to
increase the calorimeter performance. The first results demonstrate that the separation between the
scintillation and Čerenkov light can be obtained relying both on timing (prompt vs. delayed signal)
and on wavelength (UV vs. green).

References

[1] M. Bongi et al., J. Phys. Conf. Ser. 587, 012029 (2015)
[2] R. D’Alessandro et al., Nucl. Instrum. Meth. A824, 609 (2016)

 
 

DOI: 10.1051/, 0 713602011136 epjconf/201EPJ Web of Conferences
RICAP16

2011 (2017)

4
 
 

                                                                           114



Precision study of radio emission from air showers at LOFAR

Olaf Scholten1,2,a, Antonio Bonardi5, Stijn Buitink3, Arthur Corstanje5, Ute Ebert6,7, Heino
Falcke4,5, Jörg Hörandel5, Pragati Mitra3, Katharine Mulrey3, Anna Nelles8, Jörg Rachen5, Laura
Rossetto5, Casper Rutjes6, Pim Schellart9, Satyendra Thoudam10, Gia Trinh1, Sander ter Veen1,
and Tobias Winchen3

1University of Groningen, KVI Center for Advanced Radiation Technology, 9747 AA Groningen, The Nether-
lands
2Vrije Universiteit Brussel, Dienst ELEM, IIHE, Pleinlaan 2, 1050 Brussels, Belgium
3Astrophysical Institute, Vrije Universiteit Brussel, Pleinlaan 2, 1050 Brussels, Belgium
4Netherlands Institute for Radio Astronomy (ASTRON), 7990 AA Dwingeloo, The Netherlands
5Department of Astrophysics/IMAPP, Radboud University, P.O. Box 9010, 6500 GL Nijmegen, The Nether-
lands
6CWI, Centrum Wiskunde & Informatica, Amsterdam, The Netherlands
7TU/e, Eindhoven University of Technology, Eindhoven, The Netherlands
8Physics and Astronomy, University of California, Irvine, CA 92697-4575,U.S.A
9Department of Astrophysical Sciences, Princeton University, Princeton, NJ 08544, USA
10Department of Physics and Electrical Engineering, Linnéuniversitetet, 35195 Växjö, Sweden

Abstract. Radio detection as well as modeling of cosmic rays has made enormous
progress in the past years. We show this by using the subtle circular polarization of
the radio pulse from air showers measured in fair weather conditions and the intensity of
radio emission from an air shower under thunderstorm conditions.

The paper emphasizes the measurement of circular polarization of the radio pulse from air showers
as a great technical achievement, without explaining what its source is. It is stated that the main
polarization is linear from the transverse current in the shower front (presumably from the opposite
bending of electrons and positrons in the geomagnetic field) and the polarization of the Askaryan
radiation is radially polarized. Is circular polarization somehow a coherent combination of these two?
Whatever the case, its source and significance should be described.

1 Introduction

We will show that even the finest details of radio emission, such as its circular polarization, are well
understood. Thus the detecting the radio emission from extensive air showers (EASs) as induced by
energetic cosmic rays is understood to the extent that it can be regarded as a very sensitive way to
determine shower properties, such as energy [1, 2] and Xmax, the atmospheric (slant) depth where the
number of air-shower particles reaches a maximum [3, 4]. These shower properties are used in turn to
infer the nature of the primary cosmic ray, in particular its mass [5, 6]. We are now even at the stage
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Figure 1. The intensity footprint and normalized Stokes parameters of an air shower as recorded with the LOFAR
low-band antennas and projected into the shower plane (open red circles) is compared to the results of a CoREAS
simulation (filled blue squares). σ denotes one standard deviation error.

where radio emission can be used to learn about shower development in the atmosphere and thus -for
example- strength and direction of atmospheric electric fields [7].

To do so, detailed models have been developed that calculate the radio emission from the EAS
based on the motion of individual electrons and positrons in the air shower. Two such microscopic
models are CoREAS [8] and ZHAireS [9]. Both successfully reproduce the features of the radio emis-
sion [4]. The signal has a dominant linearly-polarized component along the direction of the Lorentz
force, êv⃗×B⃗ ∝ êv⃗ × êB⃗, due to the induced transverse current in the shower front [10]. Here the shower
direction is given by êv⃗ while êB⃗ denotes the direction of the geomagnetic field. A secondary contri-
bution, also known as Askaryan radiation [11], is due to the build-up of excess negative charge in the
shower front [12]. This Askaryan radiation is radially polarized and thus leads to the prediction that
the deviation from the main polarization direction depends on the viewing angle, in good agreement
with observations [13–17].

2 Circular polarization in fair-weather events

A very complete analysis of the polarization data of radio pulse as measured at LOFAR for fair weather
events has been made in Ref. [16, 18], using the Stokes parameters I, Q, U, and V . In terms of the
Stokes parameters the linear polarization angle with the v⃗ × B⃗-axis is obtained as ψ = 1

2 tan−1(U/Q),
while V/I specifies the circular polarization.

In Fig. 1 the measured values of the Stokes parameters for one particular event are show as func-
tion of distance to the shower axis. The data are compared with the results of a CoREAS simulation
showing an excellent agreement between the two, not only for the intensity I, but in particular also
for V/I, the amount of circular polarization. The circular polarization of the radio pulse can be un-
derstood by regarded it as the superposition of two separate pulses, one due to geomagnetic and one
to charge excess, that have a relative time-delay and a different polarization direction. As a result the
polarization vector rotates over the duration of the pulse giving rise to a finite value for V/I.

Since the dominant polarization of the pulse is in the v⃗ × B⃗-direction the ratio of U/I and V/I
as given in Fig. 1 can be used to extract the time-delay as explained in detail in Ref. [18]. One
observes that at a distance of about 100 m V/U ≈ 0.3 for antennas at an angle close to 90◦ with
respect to the v⃗ × B⃗ axis (corresponding to extreme values for U and V). Since at 100 m from the
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axis the signal is dominated by coherent Cherenkov emission the pulse is very narrow in time, thus
wide in frequency. In the measured frequency band 30-80 MHz, with mean frequency of 50 MHz,
a value V/U = 0.3 corresponds to an arrival time difference of approximately ∆t = 1 ns for the two
polarization directions [18].

To understand the difference in the timing of the radio pulse emitted through the two mechanisms
requires more subtle arguments [18]. For the transverse current contribution the emitted radiation re-
lates to the vector potential as E⃗tc = −dA⃗/dt while for the charge excess contribution E⃗ce = −dA0/dr.
Since the different components of the vector potential have a very similar dependence on retarded
time (tret = Z/c where z is the distance along the shower axis to the impact point on Earth) and
dtret/dt ≈ c(R/r) dtret/dr [10], where R is the distance to the emission point, we can see that for
transverse current emission the lower parts of the shower (small R) are weighted less as compared to
charge excess emission. This results in a mean emission height difference of about 1 km translating
to an arrival time difference at d = 100 m of 1 ns, in agreement with the data.

3 Thunderstorm events

An interesting application of using the measured radio-footprint to infer the structure of the currents
in the shower is given in Ref. [7] where this technique is used to determine the structure of the at-
mospheric electric fields. The polarization direction determines the direction of the fields while the
circular polarization tells about the change of orientation of the fields.

Figure 2. The left hand shows the number of electrons (solid blue line, left axis) and their drift velocity at Xmax

(dashed black line, right axis) of vertical 1015 eV showers as a function of the net-transverse forces. On the right
the square root of the power

√
I in the frequency interval of 30-80 MHz at the ring of maximal intensity is shown

for vertical 1015 eV showers (dashed line) as well as for vertical and inclined 1016 eV showers (solid lines) as a
function of the net-transverse force. For the 1016 eV showers the

√
I is scaled down by a factor 10.

The amplitude of the radiation (square-root of the intensity) is expected to be proportional to
the induced current in the shower front which is the product of the number of charged particles and
the drift velocity. As is shown in the left hand plot in Fig. 2, with increasing transverse field the
number of charged particles (solid blue line, left axis) remains almost constant while the drift velocity
(dashed black line, right axis) shows an almost linear increase. This dependence continues up to a
rather large field strength of 100 kV/m. The intensity of the radiation as shown on the right of Fig. 2
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shows that only for small fields the thus expected linear increase of the amplitude is observed in the
CoREAS simulations while for electric fields exceeding (E = 50 kV/m) the amplitude predicted by
the simulation saturates [19].

This counter-intuitive dependency can be understood by investigating the structure of the showers
in more detail as is done in Ref [19]. Particularly important in this respect is the structure of the shower
front, the pancake. With increasing transverse drift velocity the longitudinal component of the velocity
has to decrease as the total velocity of the particles should remain below c, the light velocity. With
decreasing longitudinal velocity the particles trail further behind the shower front thus increasing the
pancake thickness. Since the radiation of the pancake can only be coherent for wavelength exceeding
its thickness [20] the radiation lacks coherence for the frequency interval under consideration. The
increase of the current with increasing field strength is thus compensated by the loss of coherence
resulting in an amplitude that even drops for very large fields. An immediate consequence of this is
that at lower frequencies the amplitude remains sensitive to the field [19].

4 Conclusions

In recent years much progress has been made in the understanding of Radio emission from air showers.
Examples of this are subtle circular polarization of air showers in fair weather conditions and the less
subtle saturation of the amplitude for showers exposed to rather large thunderstorm electric fields.
Because of this high level of understanding, radio emission can be used as a diagnostic tool for the
determination of air showers parameters such as Xmax [3, 6] and atmospheric electric fields [7].
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Abstract. We present the lastest results and status of the Auger Engineering Radio Array
(AERA), located within the Pierre Auger Observatory. AERA, with more than 150 ra-
dio stations spread over 17 km2, is the largest radio detector in the world for extensive air
showers above 1017 eV. The electric field emitted by secondary electrons and positrons al-
lows us to estimate all characteristics of the primary cosmic ray: arrival direction, energy
and mass composition. The performance of AERA together with the analysis methods
are described. The final aim of AERA is mainly to improve the composition estimation
of ultra-high energy cosmic rays as a standalone detector or in association with other
instruments such as a ground particle detector or a fluorescence telescope.

1 Introduction

There are many aspects still not fully understood in the field of ultra-high energy cosmic rays. For the
past decade, a clear energy cutoff has been observed in the energy spectrum around 4×1019 eV (see [1–
3]). Nevertheless, the sources are still unidentified as no significant clustering has been discovered
at the highest energies and no departure from isotropic expectations are observed at lower energies
at any angular scales [4]. Determining the composition could be the missing key to a much better
understanding of the origin of ultra-high energy cosmic rays. Air showers are produced after a first
collision of the primary cosmic ray with the atmosphere’s constituent nuclei. The secondary electrons
and positrons of these showers emit a coherent radio signal in the range 1-300 MHz. This signal allows
us to reconstruct the arrival direction and the energy of the cosmic ray, together with the shower’s
depth of maximum development Xmax which is essential to estimate its nature [5–7]. The uncertainty
on the Xmax is of the same order as that achieved using the fluorescence light (∼ 20 g/cm2 [8]) emitted
by the atmospheric nitrogen excited by the air shower. A strong asset of the radio technique is its duty
cycle of around 100% compared to 14% with a fluorescence telescope [9].

2 The Auger Engineering Radio Array

The Auger Engineering Radio Array is the largest radio detector of cosmic rays in the world. It
is located at the Pierre Auger Observatory [10] and covers an area of 17 km2. The Observatory
contains a surface detector (SD) of 1660 water Cherenkov tanks spread over 3000 km2, a fluorescence
detector (FD) of 27 telescopes at 4 sites around the SD, and the AMIGA instrument with burried
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scintillators that allows the measurement of the muonic component of air showers. As of the end of
2016, AERA consists of 153 autonomous radio stations running continuously thanks to solar panels
and batteries. Radio stations with log-periodic dipole antenna (LPDA) composed the first AERA
setup of 24 detectors in 2011, covering 0.6 km2 and communicating through fibers with the central
data acquisition system. In 2013, 100 new stations with butterfly antenna were installed and 29 more
in 2015 to complete the actual setup which is presented in Fig 1. The electric field is recorded in the
band 30-80 MHz with a sampling rate of 180 MHz or 200 MHz depending on the electronics in use.
The detectors run in self-trigger mode together with an external trigger coming from the SD and the

Figure 1. The AERA antennas (triangles) among the other instruments of the Pierre Auger Observatory (water
Cherenkov tanks of the SD, fluorescence telescopes and AMIGA muon counters).

FD. The results presented here are those obtained using the external trigger mode.

3 Calibration

The radio stations are calibrated in both time and amplitude. For timing (absolute and relative), we
use GPS receivers in conjunction with a reference beacon located at the closest FD site (see Fig 1) and
signals emitted by commercial airplanes passing over the AERA site. We obtain an accuracy better
than 2 ns [11]. For the amplitude, we first used weather balloon flights equipped with a calibrated
transmitter. For cost reasons, we preferred to use a drone carrying the same kind of calibrated light
source. The overall accuracy, taking into account all systematic errors, is 9.3% [12], on a LPD antenna.
We plan to repeat this calibration procedure to the butterfly antennas.

4 The radio signal from air showers

The electric field emitted by air showers is the superposition of two distincts mechanisms. In the fre-
quency range of interest in AERA (30-80 MHz), the dominant contribution is the geomagnetic effect:
the systematic opposite drift of positrons and electrons during their propagation in the geomagnetic
field results in an average transverse current leading to an electric field polarized in the direction of
v×B, where v is the direction of the shower axis and B is the geomagnetic field direction. The electric
field direction does not depend on the observer’s location.

 
 

DOI: 10.1051/, 0 713602013136 epjconf/201EPJ Web of Conferences
RICAP16

2013 (2017)

2
 
 

                                                                           120



In addtion to the geomagnetic mechanism, the excess of electrons over positrons in air showers
leads to another source of electric field, known as the charge-excess contribution. This net negative
charge is due to the fast in-flight annihilation of positrons and to the extraction of electrons from the
medium. The electric field produced through this mechanism is radially polarized (with respect to the
shower axis) and therefore, depends on the observer’s location.

A given observer will measure the superposition of both mechanisms as shown in Fig 2. This
means that both the amplitude and polarization depend on the ground coordinate with respect to the
shower axis. Both mechanisms have been clearly seen in the data thanks to the significant progress of

Figure 2. Scheme of an air shower falling between three observers, symbolized by the butterfly antennas. The
geomagnetic field B is indicated. The electric fields produced by the geomagnetic and charge-excess mechanisms
are indicated in green and red respectively. The observer measures the superposition of both electric fields, in
blue.

the simulation codes these past few years [13–15]. The impressive agreement between the data and
the simulation allows us to use the simulation to extract all characteristics of the primary cosmic ray.

5 Extracting the primary cosmic ray characteristics

As argued in the previous section, the amplitude and polarization of the electric field depend on
the observer’s location. We cannot describe the electric field using a simple 1D lateral distribution
function (LDF). A 2D LDF has been proposed [16], using the code CoREAS [17], as a model of
ground distribution of the electric field. This LDF permits us to estimate the amount of energy emitted
as radiation in 30-80 MHz from the cosmic ray. We first correct the data recorded by each station
participating in an event from the antenna and electronics responses. After this step, we obtain the
electric field as a function of time; we can afterwards compute the energy fluence (energy per unit
area) using the time integration of the associated Poynting vector. Then we fit the 2D LDF to extract
the ground distribution of the energy fluence that we can integrate over space to get the total energy
released as radiation. This radiated energy is rescaled by a factor 1/ sin2 α to correct for the angular
separation α from the geomagnetic field. The final estimator is strongly correlated (quadratic scaling
as expected for coherent radiation) with the energy of the primary cosmic ray and we obtain an energy
of 15.8 ± 0.7 (stat) ± 6.7 (sys) MeV for a primary energy of 1018 eV and an angular separation from
the geomagnetic field of 90◦ [18, 19].

Concerning the reconstruction of the shower Xmax, the method is also based on simulations. There
are several methods in use in AERA, but as an illustration we can compare the measured amplitudes
for an actual event to simulated amplitudes using a simulation code (here SELFAS [20]). We use
the fact that showers initiated by light or heavy nuclei have very different electric field distributions
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at ground level. Very roughly, young showers (initiated by light nuclei) have strong and peaked
distributions when old showers (initiated by heavy nuclei) have weaker and wider distributions. Using
a set of simulated showers initiated by protons and iron nuclei with the same arrival direction as an
actual shower, we obtain the best agreement of the 2D profiles between the data and the simulation
for showers in a preferred range of Xmax. This way, we have an estimation of the best Xmax together
with the confidence interval [7], which in turn gives important constraints on the nature of the primary
cosmic ray. Working on a set of air showers detected in coincidence by both the FD and AERA, we
can compare in Fig 3 the Xmax estimated using the radio signal with the FD direct measurement. The
correlation is very clear and proves that the radio signal from air showers allows the measurement of
the Xmax.

Figure 3. Correlation between the Xmax estimated using the radio signal and the Xmax measured by the fluo-
rescence light for showers detected in coincidence by AERA and the Pierre Auger Observatory fluorescence
detector.

6 Conclusion

AERA has been running continuously since 2011 and detects air showers also measured by the other
instruments of the Pierre Auger Observatory providing an ideal observation of showers with 4 different
observables. AERA contains 153 radio stations spread over 17 km2. The radio signal contains the
information needed to reconstruct all characteristics of the primary cosmic rays, in particular their
energy and the Xmax of the showers they initiate when entering our atmosphere. One of the next steps
will be to provide the composition of ultra-high energy cosmic rays using the radio signal.
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Measurement of the cosmic ray flux with the ANITA experiment

Daniel García-Fernández1,a, Jaime Alvarez-Muñiz2, Washington R. Carvalho Jr.3, Harm
Schoorlemmer4, and Enrique Zas2. Based on joint work with the ANITA collaboration
1Subatech, CNRS. École des Mines, Université de Nantes
2Departamento de Física de Partículas, Universidade de Santiago de Compostela
3Instituto de Física, Universidade de São Paulo
4Max Planck Institut für Kernphysik

Abstract. The ANITA experiment consists on an aerostatic balloon flying over Antarc-
tica and carrying a payload with antennas. Although ANITA was designed to detect the
electric field of netrino-induced showers in the ice cap, it has also detected 16 radio pulses
coming from extensive air showers, and the ANITA collaboration has used these data to
produce the first cosmic ray flux measurement obtained by employing radio as a stand-
alone technique. We review the experimental results and its interpretation. We also focus
on the simulations and the method used for obtaining the cosmic ray flux.

1 Introduction

The ANITA experiment [1], originally conceived for the detection of the radio emission coming from
neutrino-induced showers, detected 16 pulses emitted by cosmic ray showers. Out of those 16 radio
pulses, 14 were reflected on the polar ice cap [2].

The arrival times of the pulses coming from different parts of the shower differ, due to reflection,
from those an antenna located on the ground would see, and a realistic treatment of this process is key
to the understanding of the received electric field.

In this work we discuss the calculation of the electric field via the ZHAireS code [3] and review
the experimental results obtained by ANITA.

2 The experiment

The ANtarctic Impulse Transient Antenna (ANITA) (see Fig. 1) is an experiment composed of a
balloon with antennas flying over Antarctica at an altitude of ∼ 36 km and with a receiving band
streching from 200 MHz to 1200 MHz. The choice of a balloon allows to cover a wide fiducial area
and helps to reduce the anthropogenic noise. There have been three different ANITA flights (I, II and
III) [4], with the fourth scheduled for December 2016.

ANITA I found that the measured electric field for certain events was polarised perpendicularly
to both the shower axis and the geomagnetic field, suggesting that the electric field had been created
by means of the geomagnetic effect, and therefore its origin was a cosmic ray shower. The radiation
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Figure 1. Left: Picture of the ANITA payload. Taken from [1]. Right: voltage as a function of time for the 16
cosmic ray events detected by ANITA. The reflected events possess an opposite polarisation to that of the direct
events. Taken from [2].

of 14 of these events came from the ground and had a polarisation opposed to that of the 2 events
that came from avobe the horizon, implying a reflection on the ground [2]. The electric field induced
by the shower illuminates the ground, gets reflected and propagates through the atmosphere until it
arrives at the payload.

3 Simulations

The reflection and the propagation in the atmosphere change the arrival times of the radiation. For
these reflected events, it is important to model the atmosphere properly (its sphericity), calculate the
arrival times according to the altitude-dependent refractive index and treat the reflection on the ground.

In order to do so, we used the ZHAireS code [5], a combination of the Aires Monte Carlo for
particle showers [6] with the ZHS algorithm for the calculation of the electric field [7]. We upgraded
the code to a new version called ZHAireS-Reflex [3] which embeds the treatment of the reflection.
Our main assumptions were the reflection on a flat surface, the application of the Fresnel coefficients
at the interface and the rectilinear propagation of the electric field. A ray-tracing model showed that
this rectilinear propagation is valid for the ANITA configuration up to 85◦ zenith angle showers.

Simulations with ZHAireS-Reflex show the existence of a region where the field is coherent even
at 1.4 GHz and that the Cherenkov cone is preserved upon reflection (see Fig. 2, left). The spectrum
falls exponentially as a function of the frequency (see Fig. 2, right). Besides, the slope of the spectrum
falls is dependent on the off-axis angle, defined as the angle between the observer and the shower axis.
Another important result is that the flux of the electric field scales quadratically with the energy of the
primary particle. This scaling is a general feature of the electric field produced by air showers that is
preserved after reflection.

This suggests a method for measuring the energy of cosmic rays: the slope of the spectrum tells
us the off-axis angle, which allows us to estimate the electric field flux at the Cherenkov angle. This
is then used for calculating the energy of the cosmic ray.
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Figure 2. Left: electric field flux as a function of the off-axis angle for several frequencies. Right: electric field
flux as a function of the observation frequency for several off-axis angles. See text and [3] for details.

4 Data analysis

The detailed analysis can be found in [8]. When treating the data for the cosmic ray events that
ANITA found, the exponential fall-off of the spectrum with frequency was observed. Fits obtained
from simulations help us to obtain the electric field at the Cherenkov angle using the amplitude of
the measured spectrum at 300 MHz and the constant for the exponential fall-off of the spectrum.
Afterwards, the energy of the primary is calculated.

The analysis included a treatment of the defocusing of the electric field due to the curvature of the
Earth, and also the loss of coherence due to the roughness of the Antarctic ice. These are also a sort
of systematic uncertainties, along with the uncertainties on the shower maximum, the atmospheric
refractive index, etc, included in the analysis.

Figure 3. Left: energy distribution of the cosmic ray events detected by ANITA, with the mean energy depicted.
Right: flux for the cosmic ray events measured by ANITA and its comparison with the spectra obtained by the
Pierre Auger Observatory and Telescope Array. See text and [8] for details.

The energy distribution of the reflected events was obtained, with its mean being µ ± σi ± σs =
(2.9 ± 0.4 ± 0.8) EeV. σi corresponds to the statistical uncertainty and σs corresponds to the energy
scale uncertainty due to the systematic errors of the method and the measurements.

After a calculation of the acceptance of the detector, a point for the cosmic ray flux spectrum
was calculated. The result is in agreement within uncertainties with the spectra measured by Pierre
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Auger and Telescope Array and it constitutes the first cosmic ray flux measurement using radio as a
stand-alone technique.

5 Conclusions

The ZHAireS-Reflex code has been shown to reproduce some of the important features of the cosmic
ray events observed by ANITA, such as the spectrum of the electric field and the coherence up to the
GHz frequency. As evidenced by the data, a single payload is enough to measure the radio spectrum.
The simulations obtained with the ZHAireS-Reflex code were used, together with the ANITA data,
for measuring the energy of the primary cosmic rays and the primary cosmic ray spectrum. This is
the first analysis that has produced a cosmic ray spectrum using the radio technique exclusively.
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Abstract. We present a concept for large-area, low-cost detection of ultrahigh-energy
cosmic rays (UHECRs) with a Fluorescence detector Array of Single-pixel Telescopes
(FAST)b, addressing the requirements for the next generation of UHECR experiments.
In the FAST design, a large field of view is covered by a few pixels at the focal plane of a
mirror or Fresnel lens. We report on the first results of a FAST prototype installed at the
Telescope Array (TA) site, consisting of a single 200 mm photomultiplier tube (PMT) at
the focal plane of a 1 m2 Fresnel lens system taken from the prototype of the JEM-EUSO
experiment. We also report on the status of the full-scale FAST prototype soon to be
installed at the TA site, comprising a segmented spherical mirror of 1.6 m diameter and a
2 × 2 PMT camera.

1 The FAST Project

The origin and nature of ultrahigh-energy cosmic rays (UHECRs) is one of the most intriguing myster-
ies in particle astrophysics [1]. Given their minute flux, less than one per century per square kilometre
at the highest energies, a very large area must be instrumented to collect significant statistics. The en-
ergy, arrival direction, and mass composition of UHECRs can be inferred from studies of the cascade
of secondary particles (Extensive Air Shower, EAS) produced by their interaction with the Earth’s
atmosphere. Two well-established techniques are used for UHECR detection: 1) arrays of detectors
(e.g. plastic scintillators and water-Cherenkov stations) sample EAS particles reaching the ground; 2)
large field of view telescopes allow for reconstruction of the shower development in the atmosphere
by imaging ultraviolet (UV) fluorescence light from atmospheric nitrogen excited by EAS particles.

The Pierre Auger Observatory (Auger) [2] and the Telescope Array Experiment (TA) [3, 4], the
two largest UHECR experiments currently in operation, combine the two techniques, with arrays of
particle detectors overlooked by fluorescence detector (FD) telescopes. Auger covers an area of over

ae-mail: fujii@icrr.u-tokyo.ac.jp
bwebpage: www.fast-project.org
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3000 km2 close to the town of Malargüe in the province of Mendoza, Argentina. TA is located near
the town of Delta in central Utah, USA, and covers an area of 700 km2. Significant advances in our
understanding of UHECRs have been achieved in the last decade by these experiments [5]. However,
these results are limited by statistics at the highest energies. To further advance the field, the next
generation of experiments will require an aperture which is larger by an order of magnitude. This
may be accomplished by fluorescence detection of UHECR showers from space, as in the proposed
JEM-EUSO mission [6], or with a giant ground array. Low-cost, easily-deployable detectors will be
essential for a future ground-based experiment.

We present a ground-based FD telescope concept which would fulfill these requirements. The Flu-
orescence detector Array of Single-pixel Telescopes (FAST) would consist of compact FD telescopes
featuring a smaller light-collecting area and far fewer pixels than current-generation FD designs, lead-
ing to a significant reduction in cost. In the FAST design, a 30◦ × 30◦ field of view is covered by just a
few 200 mm PMTs at the focal plane of a mirror or Fresnel lens of A ∼ 1 m2. FAST stations, powered
by solar panels and with wireless connection, could be deployed in an array configuration to cover a
very large area at low cost.

2 A first test of the FAST concept at the Telescope Array site

Figure 1. The EUSO-TA telescope optics (left) [7] and the DAQ system of the FAST prototype (right). The
dimensions of the of the EUSO-TA optics are approximately 1.8 m × 2.0 m × 2.6 m (H × W × L). The FAST
prototype camera, consisting of a single 200 mm PMT and a UV transparent filter, was installed at the focal plane
of the telescope.

A first test of the FAST concept was performed profiting from the existing infrastructure of the
JEM-EUSO experiment at the TA site in Utah, where a prototype [7] is currently installed for a
comprehensive test of the optics and electronics of this space-based detector. The light collecting area
(∼ 1 m2) and circular field of view (∼ 7◦ radius) of the JEM-EUSO prototype telescope (EUSO-TA
telescope) are close to the FAST reference design (for a single pixel), providing a perfect test-bed
for the FAST concept. Its optical system consists of two 1 m2 Fresnel lenses, with a UV transparent
acrylic plate placed at the diaphragm for protection (Figure 1). For the purpose of the FAST test
we installed an 200 mm PMT (mod. R5912-03, Hamamatsu) and an AC-coupled active base (mod.
E7694-01, Hamamatsu) at the focal plane of the telescope. A UV band-pass filter (mod. Schott MUG-
6 glass) was placed in front of the PMT to reduce the night sky background. The electronics and Data
Acquisition System (DAQ) of the FAST prototype was built from commercial modules (Figure 1) [8].
Whenever any of the FD telescopes in the adjacent TA building were triggered by a candidate UHECR
shower an external trigger was issued to the FAST DAQ, with a typical rate of ∼ 3 Hz.
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(a) (b)

Figure 2. Measured signal and simulated expectation for a vertical UV laser (a). Correlation between the impact
parameter and energy of the 16 cosmic ray shower candidates detected by FAST (b). Both shower parameters
were obtained from the TA standard reconstruction. The line indicates the maximum detectable distance consis-
tent with our limited data set [8].

UV laser shots are used for calibration of FD telescopes and atmospheric monitoring [9, 10].
While traveling up through the atmosphere, the laser light scatters on air molecules and aerosol par-
ticles into the FD field of view, producing signals similar to a UHECR shower. Figure 2.a shows the
measured signal and simulated expectation from a UV vertical laser at a distance of 6 km [11]. The
energy of the laser pulse is ∼2.2 mJ, approximately equivalent in intensity to a ≈ 1019.2 eV shower.

A shower signal search was performed, driven by well reconstructed TA FD events which gen-
erated an external trigger for the FAST DAQ. We first selected TA FD events with a reconstructed
shower geometry passing through the field of view of the FAST prototype. We then searched the
corresponding FAST FADC traces for pulses with a maximum signal greater than 5σ. As a result,
we found 16 shower candidates in the 83 hour dataset, with an estimated background of < 1 event.
Although small, this sample provides an estimate of the sensitivity of the FAST prototype. The cor-
relation between the impact parameter (i.e. the distance of closest approach of the shower axis with
respect to the FAST prototype) and the energy of the 16 showers is plotted in Figure 2.b, with shower
parameters given by the standard reconstruction of the TA FD [12].

3 The Full-scale FAST prototype

Motivated by these encouraging results using the EUSO-TA telescope optics, we have developed a
full-scale FAST prototype as shown in Figure 3. This prototype consists of a segmented spherical
mirror of 1.6 m diameter and a UV band-pass filter with a 1 m2 aperture. Four 200 mm PMTs and
active bases are installed at the focal plane of the segmented mirror in a 2 × 2 matrix, covering a
25◦ × 25◦ field of view. The telescope is covered with a shroud to shield the optical system from dust
and stray light.

4 Summary and Future Plans

We have presented a novel concept for a next-generation air-shower fluorescence detector, which
features just a few pixels covering a large field of view. We confirmed the validity of the FAST
concept with test mesurements made using the exiting EUSO-TA telescope prototype optics and a
200 mm PMT. We successfully observed a vertical UV laser along with 16 UHECR showers in time
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Figure 3. The full-scale FAST prototype being constructed at the Joint Laboratory of Optics in Olomouc, Czech
Republic.

coincidence with the TA FD telescopes. Based on these encouraging results, we have developed a
full-scale FAST prototype telescope for future installation at the Telescope Array site.
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Abstract. The VSiPMT (Vacuum Silicon PhotoMultiplier Tube) is an innovative design
for a revolutionary hybrid photodetector. The idea, born with the purpose to use a SiPM
for large detection volumes, consists in replacing the classical dynode chain with a SiPM.
In this configuration, we match the large sensitive area of a photocathode with the perfor-
mances of the SiPM technology, which therefore acts like an electron detector and so like
a current amplifier. The excellent photon counting capability, fast response, low power
consumption and great stability are among the most attractive features of the VSiPMT. In
order to realize such a device we first studied the feasibility of this detector both from the-
oretical and experimental point of view, by implementing a Geant4-based simulation and
studying the response of a special non-windowed MPPC by Hamamatsu with an electron
beam. Thanks to this result Hamamatsu realized two VSiPMT industrial prototypes with
a photocathode of 3mm diameter. We present the progress on the realization of a 1-inch
prototype and the preliminary tests we are performing on it.

1 Introduction

We propose an innovative photodetector for the astroparticle physics experiments: the VSiPMT. In
this scenario the Vacuum Silicon PhotoMultiplier Tube represents an appealing solution to use SiPMs
from large detection area or volumes, a current big challenge.
This new device is based on the combination of a SiPM with a PMT standard envelope, see fig. 1.
In this device, invented in Naples in 2007 [1], the multiplication stage is provided by a special SiPM
designed for electrons detection, called SiEM (Silicon Electron Multiplier). The SiEM acts as electron
detector and so as current amplifier.
Using a SiEM allows to reach a very high gain totally provided by the pixels working in geiger mode.
This has many advantages:

• Excellent photon counting. The photocathode is only a passive intermediary, so the device shows
an exellent resolution of the single electron allowing an easy photon counting.

ae-mail: barbato@na.infn.it
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Figure 1. A cutaway of the VSiPMT showing the interior composition of the device. On the top there is the light
entrance window, then a photocathode for the photons conversion into electrons. In the middle there is a focusing
ring producing an electric field which accelerates and focuses the photoelectrons on the SiEM surface. Finally,
on the bottom there is a special SiPM whose structure is modified to act as an electron detector and current
amplifier. Everything is assembled into and hermetically sealed container.

• High gain with low voltage. Differently from a classical HPD, in this case the high gain is to-
tally realized by the SiEM pixels operating in geiger mode. The average voltage supplied to the
photocathode in a VSiPMT is commonly ∼ 3 kV .

• Negligible power consumption thanks to the absence of the voltage divider;

• High speed. The absence of a dynode chain means that a sistematical reduction of the VSiPMT
TTS with respect to a classical PMT TTS is expected.

• Compactness and simplicity. Only 3 output connection are required.

2 Realization of a 1-inch prototype

The characterization of the first industrial prototype gave results beyond expectation [2]. Anyway an
optimization of the focusing was necessary in order to optimize both the dynamic range and the PDE.
With this aim we studied an optimized design for a 1-inch prototype.

2.1 The focusing

Since the SiEM is a pixelated device if the focusing is too weak, the photoelectron spot exceeds the
size of the SiEM, in this case a fraction of the photoelectrons misses the target and is systematically
lost, thus decreasing the overall PDE of the device.
On the other side, a too strong focusing produces a too much squeezed photoelectron beam, therefore
the photoelectron spot intercepts only a fraction of the active surface of the SiEM, with a consequent
reduction of the linearity.
In order to fully and correctly exploit the VSiPMT features the photoelectrons coming from the pho-
tocathode should: have a spot size comparable with that of the SiEM and be uniformely distributed
on the SiEM surface.
SimION 8.0-based simulations have been implemented in order to find a configuration that meets this
requirements.
The proposed solution is preliminary and consists of a single stage focusing system. Therefore, the
device can be schematized as follows:

• flat 25 mm ∅ photocathode;
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• focusing ring 25 mm in external diameter, 10 mm in height and 1.5 mm in thickness;

• 3 × 3 mm2 SiEM target.

The photocathode and the focusing ring are kept at the same voltage HV, while the SieM is at its
nominal operating voltage, i.e. 67.2V.
A mesh of 3 × 3 mm2 with a 50µm pixel size is used to simulate the SiEM surface. In the simulations
we first set HV to -3kV and then we varied the SiEM distance from the photocathode. The distance
that better meets the requirements for the focusing is 16mm, see fig. 2.

Figure 2. Electrons distribution on the SiEM surface. The distribution in this position results to be flat in the
99% of the surface and only 1% of the SiEM has an higher probability to be fired by electrons.

2.2 The photocathode

We chose the CsI as photocathode material since it is not sensitive to the oxigen in the air and thus
allows an easy handling in the assembly phase. Since it is an insulating material, we needed a con-
ductive layer to supply voltage. We performed a dedicated study in order to find a material that is
conductive as well as transparent, in order to maximize the quantum efficiency of the photocathode.
Between all the deposited materials we found the best solution to be a substrate made of Carbon and
Nichel that will ensure a high quantum efficiency. We then deposited the CsI photocathode obtaining
a QE = 15% with a MgF2 window and QE = 11% with a quartz window at λ = 170 nm,[3][4].

2.3 The SiEM

The selected SiEM is a custom MPPC S10943-3360(X) realized for us by Hamamatsu upon request.
It is without epoxy resin and with a p-over-n internal structure. The surface is 3 × 3 mm2 with a 50µm
pixel size. It has been fully characterized with a light source before being used in the VSiPMT.

3 The preliminary results

Once the several parts that composes the VSiPMT have been chosen, an intermediate phase between
the preparation of the parts and the final assembly is necessary.
In view of the final assembly of the VSiPMT, we set up a test bench in the DAFNE Light facility
available at Frascati National Laboratories (LNF) aimed at testing the focusing.
The SiEM is mounted on a movable support, the photocathode is lighted by a deuterium lamp. We
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Figure 3. Output current with HV off (green dots) and HV on (blue dots).

first measured the output current with HV off and on, in such a way to check the proper operation of
the device, see fig. 3. This is a very important result since the difference between the two states of
the photocathode (on and off) concentrates in the region of sensitivity of the CsI photocathode, this
means that the exceeding current is due to photoelectrons coming from the photocathode.
We finally tested the focusing by varying the SiEM distance from the photocathode. In fig. 4 the
SiEM readout current is plotted with respect to the SiEM distance from the photocathode. The results

Figure 4. Plot of the SiEM output current with respect to the distance from the photocathode.

of the test were good in terms of focusing. It’s easy to observe that the position that maximize the
readout current (i.e. the number of fired pixels) correspond to the position where the photoelectron
distribution on the SiEM surface is expected to be mainly flat from the simulations. These two plots
combined together represent a significative milestone in the project since it means that for the first
time the sensitive surface of the SiEM has been enlarged of more than 50 times.
In addition, the dark counts rate remains that typical of a single SiEM. This is equivalent to reduce the
dark-rate/mm2, that up to now has been one of the main issue for the SiPM manufacturers.

4 Conclusions

The VSiPMT is an innovative hybrid photodetector which combines a photocathode with the SiPM
technology. Simulations for an optimized focusing have been done. A 1-inch pre-prototype has been
realized in Naples and Bari laboratories and tested at LNF. The results of the tests were in agreement
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with the simulations. A 1-inch prototype realized by Hamamatsu is currently under test in Naples
laboratories.
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Abstract. The Pierre Auger Observatory, in Argentina, is the present flagship experi-
ment studying ultrahigh-energy cosmic rays (UHECRs). Facing the challenge due to low
cosmic-ray flux at the highest energies, the Observatory has been taking data for more
than a decade, reaching an exposure of over 50 000 km2 sr yr. The combination of a large
surface detector array and fluorescence telescopes provides a substantial improvement in
energy calibration and extensive air shower measurements, resulting in data of unprece-
dented quality. Moreover, the installation of a denser subarray has allowed extending the
sensitivity to lower energies. Altogether, this contributes to provide important informa-
tion on key questions in the UHECR field in the energy range from 0.1 EeV up to 100
EeV. A review of main results from the Pierre Auger Observatory is presented with a par-
ticular focus on the energy spectrum measurements, the mass composition studies, the
arrival directions analyses, the search for neutral cosmic messengers, and the investiga-
tion of high-energy hadronic interactions. Despite this large amount of valuable results,
the understanding of the nature of UHECRs and of their origin remains an open science
case that the Auger collaboration is planning to address with the AugerPrime project to
upgrade the Observatory.

1 Introduction

The nature and the origin of ultrahigh-energy cosmic rays are still enshrouded in mystery, even if in
last decade measurements have shed light on these puzzling questions. UHECRs are very scarce and
their characteristics are inferred from the measurement of extensive air showers (EASs) they produce.
The Pierre Auger Observatory [1] located in the province of Mendoza (Argentina) and covering 3000
square kilometres, brings unique capabilities to the UHECR study. It combines two techniques to
measure the EAS properties by observing their longitudinal development in the atmosphere as well as
their lateral spread at ground level. Charged particles and photons that reach the ground are detected
with the surface detector (SD) consisting of 1660 autonomously operated water-Cherenkov detectors
(WCDs). The WCDs are arranged on a triangular grid of 1500 m spacing, except for a denser infill
area of ∼ 30 km2, where the spacing is 750 m. The surface detector operates 24 hours per day,
and provides a huge collecting area. The atmosphere above the SD is observed by the fluorescence
detector (FD) which consists of 27 fluorescence telescopes to detect the faint UV light emitted by
nitrogen molecules excited by the charged particles from the EAS. The field of view (FoV) of each
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telescope is 30◦ in azimuth, and 1.5 − 30◦ in elevation, except for three of them, the High Elevation
Auger Telescopes (HEAT), whose FoV is 30 − 60◦ in elevation, allowing the observation of nearby
low-energy showers above the denser infill area. The FD can only operate during dark, moonless
nights with a field of view free of clouds (duty cycle ∼15%). On-line and long-term performances of
the detectors and data quality are monitored continuously, and a set of high-quality devices installed
in the Observatory array monitor the atmospheric conditions during operation [2]. A 17 km2 sub-
array of 153 radio sensors (Auger Engineering Radio Array) is dedicated to EAS radio detection. The
progresses made in this detection technique in particular to identify mass-sensitive radio parameters
are reported elsewhere in these proceedings [3].

High-quality data have been collected continuously for about ten years, with a SD annual exposure
of ∼5500 km2 sr yr. The longitudinal profile reconstructed by the FD is providing a nearly calorimetric
measurement of the primary energy, with total systematic uncertainty of 14% [4]. From the shower
lateral distribution reconstructed using the WCD signals, a SD energy estimator is inferred. A high-
quality subset of hybrid events recorded by both the SD and the FD is used to calibrate the SD energy
estimator with the FD energy measurement, hence providing an almost model-independent energy
calibration.

2 Spectrum measurements

The UHECR spectrum is obtained from four different datasets [5], corresponding to an exposure now
larger than 50000 km2 sr yr. Data from the SD-750 m allow measurements down to 1017 eV; SD-
1500 m vertical data (i.e. zenith angle < 60◦) are covering the range from the full trigger efficiency
energy threshold of 3 · 1018 eV up to the highest energies; SD-1500 m horizontal events contribute
above 4 · 1018 eV; hybrid data cover the range between 1018eV and 1019.6 eV. The four measurements
are combined taking into account the systematic uncertainties of the individual measurements. The

Figure 1. Cosmic-ray energy spectrum measured by Auger ([5]) - Left: from combining four independent
measurements (see text) - Right: in four declination bands, using SD-1500 vertical event.

resulting spectrum (Fig. 1-left) flattens from a power law with index (3.29 ± 0.02(stat) ± 0.05(sys)) to
one with index (2.60 ± 0.02(stat) ± 0.1(sys)) at Eankle = 4.8 ± 0.1 ± 0.8 EeV. A clear suppression is
observed at a significance in excess of 20σ beyond Es = 42.1± 1.7± 7.6 EeV, the energy at which the
differential flux is reduced to one-half of that expected from the extrapolation of the power law above
the ankle. The large number of events and the wide range of declinations δ from −90◦ to +25◦, allow
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the study of the UHECR flux as a function of δ. Fig. 1-right shows the four spectra obtained with
events separated into four declination bands of roughly equal exposure. The agreement between the
spectra is within 5% below Es and 13% above, therefore there is no indication of a δ-dependent flux.

3 Mass composition studies

The most robust observable sensitive to the mass of the primary particle is Xmax, the depth of maximum
of the shower development, directly measured from the longitudinal profile reconstructed with the
FD. The most recent analysis includes the data of HEAT, allowing measurement from 0.1 EeV [6], as
shown in Fig. 2. Up to 2 EeV the increase of ⟨Xmax⟩ is larger than the one expected for a constant mass
composition (see proton/iron simulations), indicating that the mean primary mass is getting lighter.
Around ≃ 2 EeV the elongation rate becomes significantly smaller, then the composition is becoming

Figure 2. The mean (left) and the standard deviation (right) of the measured Xmax distributions as a function of
energy compared to air-shower simulations for proton and iron primaries.

heavier. The fluctuations of Xmax start to decrease at around the same energy, confirming the previous
observations. These measurements can be interpreted by converting them to ⟨lnA⟩ [7], with A the
atomic mass number, based on simulations using current hadronic interaction models EPOS-LHC [9]
and QGSJetII-04 [8]. For both models similar trends with energy are observed for the mean and the
variance of lnA. The primary mass is decreasing up to ≃ 2 EeV, the spread of the masses being
almost constant: several components are expected, evolving from intermediate to light mass. ⟨lnA⟩ is
increasing at the higher energies, the variance showing a decrease: fewer components are expected,
with mass evolving from light to heavy. These behaviours might be an indication that the relative
fraction of protons becomes smaller for energies above 2 EeV. The distributions of Xmax were also
interpreted in terms of primary masses [10] based on the QGSJetII-04, Sibyll 2.1 [11] and EPOS-
LHC hadronic interaction models. The results suggest also a mixed composition. Around the ankle, a
very light composition consisting of proton and Helium only is favoured using QGSJetII-04 and Sibyll
2.1, while for EPOS-LHC, intermediate nuclei (from CNO group) contribute. To get a more direct
and robust estimation of the spread of masses in the primary beam, relying less on interaction models,
the correlation between Xmax and S(1000) is studied, where S(1000) is the signal at 1000 m from the
shower core, reconstructed with the SD. For single nuclear components this correlation is expected to
be ! 0, although for mixed composition, the correlation is negative. For hybrid events with energies
of log10(E/eV) = 18.5 − 19.0 and zenith angles < 65◦ a significant negative correlation was found
consistent with a spread of masses σ(lnA) > 1, meaning the composition around the ankle is actually
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mixed [12]. The hypothesis that below 3 EeV, a fraction of protons mainly of extragalactic origin is
dominant and that the ankle corresponds to the proton energy loss through e+e− pair production in
interactions with the cosmic microwave background (CMB) is then disfavoured.

By simultaneously fitting the spectrum and the Xmax evolution above 5 EeV, the Auger results can
be interpreted assuming a simple astrophysical scenario, as reported elsewhere in these conference
proceedings. The best fit supports the hypothesis of a flux suppression partly due to the reach of
the source maximum energy, while the second local minimum corresponds to a scenario where the
suppression is due to propagation effects (Greisen, Zatsepin and Kuz’min, or GZK cutoff) [13].

4 Neutral cosmic messengers

Both neutrinos and photons are sought for in the flux of UHECRs detected by Auger. The neutrino
search is performed by studying very inclined showers and earth-skimming ones [14]. The criteria are
based on the characteristics expected for "young" showers initiated by neutrinos, developing deep in
the atmosphere, compared to "old" ones from inclined hadronic showers, having their electromagnetic
component fully absorbed before reaching the detectors. Photon showers, due to their slower devel-

Figure 3. Left: neutrino flux upper limits (at 90% C.L.), in integrated (horizontal lines) and differential forms
(see [14] for details). - Right : photon flux upper limits (95% C.L.) (see [15] for details).

opment and the dominance of the electromagnetic component can be distinguished from hadronic
showers [15]. SD events on the one hand, and hybrid events on the other hand have been analyzed, to
cover the energy range above 1 EeV. Assuming a differential flux dN(E) = k · E−2 for both neutrinos
and photons, stringent upper limits to their flux are derived. The Auger limits on neutrinos (Fig. 3-
left) outperform those from IceCube and ANITA, and also the Waxman-Bahcall limit; in the range
1017 − 1019 eV they are challenging the contribution from cosmogenic-neutrino models. The limits
to the integral photon flux are shown in Fig. 3-right. The obtained limits are the most stringent for
E > 10 EeV and start to constrain the most optimistic predictions of cosmogenic photon fluxes under
the assumption of a pure proton composition.

5 Anisotropy searches

The distribution of the arrival directions of ultrahigh-energy cosmic rays is also scrutinised, com-
plementary to the spectrum and mass measurements, to shed light on their origin and nature. The
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presence of anisotropies is searched for at small and intermediate angular scales [16] in the distri-
bution of arrival directions of the most energetic cosmic rays above a few tens of EeV, where the
magnetic deflections (at least of those with a small charge) may be only a few degrees. Different
methods are employed: search for autocorrelation by looking for pairs of events, blind search for
localized excesses of events (Fig. 4-left), search for correlations with specific sky regions (galactic
center, galactic and super-galactic planes) and with sources from catalogues (2MRS galaxies, Swift-
BAT AGNs, ...). The performed tests on the UHECR arrival distribution point out a high degree of

Figure 4. Left: Li-Ma significance map (galactic coordinates) of overdensities in 12◦−radius windows for the
events with E> 54 EeV. Right: sky map (equatorial coordinates) of flux in km−2 yr−1 sr−1 smoothed in angular
windows of 45◦ for E> 8 EeV.

isotropy, jeopardising the initial expectation of few sources and light primaries.
Large-scale anisotropies could signify a galactic−extragalactic transition which may entail a sig-

nificant change in the arrival direction distribution. The partial sky coverage limits the harmonic
expansion of the cosmic-ray flux distribution, but the large amount of data accumulated by the Pierre
Auger Observatory are well-suited to search for dipolar and quadrupolar patterns, from 10 PeV to
the highest energies (Fig. 4-left). In the energy band E > 8 EeV a dipole component with amplitude
7.3 ± 1.5%(p = 6.4 × 10−5), pointing to (α, δ) = (95◦ ± 13◦ ,−39◦ ± 13◦) is found, above isotropic
expectations [17].

6 Investigation of high-energy hadronic interactions
The UHECR studies provide a means of investigating hadronic interactions at energies far beyond the
reach of the LHC. With Auger hybrid data, using the tail of the Xmax distribution, the determination of
the cross-section of proton-air collisions is achieved in the two energy intervals in log10(E/eV) from
17.8 to 18 and from 18 to 18.5 [18]. Another approach to investigate high-energy hadronic interactions
and to compare measurements to models is to consider the muon content of the EAS, particularly
suited to address the multi-particle production in first interactions. The Collaboration examines the
muon shower size using different datasets, in particular with inclined events (the electromagnetic
component is largely absorbed before reaching the ground) [19] and with hybrid events (comparison
of the measured ground signal to the expected one knowing the longitudinal profile) [20]. A muon
deficit is observed in simulations compared to EAS data, from 30% to 80% at 1019 eV depending on
interaction models.

7 Summary and perspectives
A wealth of valuable results is obtained by the Pierre Auger Observatory. The measured all-particle
spectrum demonstrates the existence of a flux suppression above 40 EeV, whose origin is still not
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fully understood. A source effect seems to be favoured when considering the spectrum and the Xmax
evolution together. The image of a mixed composition around the ankle and a heavier composition
at the highest energies is strengthened by different composition studies, and by anisotropy searches
at small angular scales at the highest energies. The present photon limits also disfavour pure pro-
ton composition models. Top-down models were already disfavoured by results on UHE neutrino
and photon fluxes, leading to an astrophysical source explanation, but no clear clue on any existing
UHECR source has been revealed so far. The hint of dipolar structure in the arrival direction is a step
forward in the understanding of the transitions between the galactic and extragalactic components.
The comparison of measurements with model predictions remains a delicate operation, knowing that
serious hints for deficiencies in UHE interaction models have been observed. The astrophysical sce-
nario resulting from Auger measurements is very complex and cannot at present be understood in
terms of a unique interpretation for the sources, propagation and composition of the UHECRs. The
great value of these overall results will be reinforced by the knowledge of the nature of the UHECR
primaries, event by event. This will be the key to answering the open questions on the highest energy
and the suppression region. The Collaboration is undertaking a major upgrade program: AugerPrime
(described elsewhere in these proceedings [21]), designed to improve the knowledge on mass com-
position, mainly by discriminating electromagnetic and muonic shower components from SD-based
observables, by having a further and independent measurement. Such additional information will also
be valuable to improving the understanding of hadronic interaction models. The upgraded Observa-
tory will take data until 2024, with the objective of clarifying the UHECR puzzle.
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H.E.S.S.-II - Gamma ray astronomy from 20 GeV to hundreds of
TeV’s

Mathieu de Naurois1,a for the HESS collaboration
1LLR - IN2P3/CNRS - Ecole Polytechnique

Abstract. Since the commissioning of the fifth big telescope in December 2012, H.E.S.S.
II is the only hybrid array of Imaging Atmospheric Cherenkov Telescopes operating in the
energy range ∼ 20 GeV to several hundreds of TeV. The last years have seen a tremen-
dous effort in the design, implementation and optimization of analysis techniques suit-
able for monoscopic & stereoscopic events. At the same time, a complete redesign of
the acquisition scheme resulted in a very significant speed-up of repointing, allowing
the big telescope to be on target just ∼ 20 s after receiving a Gamma-Ray Burst (GRB)
alert notification. With its deep sensitivity, broad energy range, and fast reaction time,
H.E.S.S. II provides an unprecedented high-quality view of the Universe at the highest
energies, in a multi-wavelength and multi-messenger approach which is currently based
on agreements many collaborations including in particular Fermi, IceCube, ANTARES
and VIRGO/LIGO.
In the last, we conducted deep observations of several galactic regions of primordial im-
portance, among them are the Galactic Center region and its halo (particularly relevant
for dark matter searches), the Crab Nebula, the supernova remnant RXJ 1713.7-3946, the
Vela pulsar and several binary systems such as LS 5039 and PSR B1259-63. Outside the
Milky Way, the blazars PKS 2155-304 and PG 1553+113 have been extensively moni-
tored, and H.E.S.S.-II forms part of a multi-wavelength campaign of the flaring activity
of Mrk 501 in 2014.
Highlights of these observations with H.E.S.S.-II have been presented and discussed at
the conference. Moreover, after ten years of H.E.S.S. phase I observations, we are cur-
rently preparing a Legacy Release of the H.E.S.S. Galactic Plane Survey. A special edi-
tion of Astronomy & Astrophysics is currently under preparation, and will contain many
important legacy results from H.E.S.S.-I. Major results from this very deep scan of the
Milky Way performed with H.E.S.S.-I, including among others spectacular findings from
the Large Magellanic Cloud, have been presented.

1 Introduction

In the recent years the field of very high energy (VHE) γ-ray astronomy has evolved from single
source discoveries to large systematic surveys, consisting of several hundred - or even thousands -
hours of observation, which allows from the first time population studies to be performed. At the same
time, deep exposure have been taken on sources of particular importance (“Key science projects”),
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establishing new classes of sources as γ-ray emitters. The largest Imaging Atmospheric Cerenkov
Telescope, namely the fifth telescope of H.E.S.S.-II (CT5), was inaugurated in September 2012 and
is now operating regularly, allowing observation of γ-rays down to 10 GeV.

2 The H.E.S.S. Legacy Survey
The H.E.S.S. Galactic plane survey (HGPS) [1] is a major long-term project, corresponding to ∼ 2700
hours of high-quality observations acquired with the H.E.S.S.-I telescope array from 2004 to 2013.
Results have already been published on a small (∼ 10%) fraction of the current data set [2, 3]. The
region of the Milky Way covered by the HGPS (Galactic longitude between and 65 degrees and
Galactic latitude |b| < 3.5 degrees) is depicted as a white rectangle in Fig. 1 and compared to the
HEGRA (in blue) and VERITAS Cygnus (in green) surveys.

The HGPS data set combines dedicated survey operations (using a fixed-grid pointing strategy)
with deep observations of sources of particular interest, leading to non uniform exposure and thus
sensitivity across the survey region (Fig. 1, lower panel), the point-source sensitivity being always
better than ∼ 2% in 0.2 ! E ! 100 TeV.

A catalogue of 77 cosmic accelerators was derived from the HGPS using a semi-automatic
pipeline, out of which 6 are new sources that were previously unknown or unpublished. Less than

Figure 1. H.E.S.S. Galactic Plane Survey region, flux map and exposure map (from top to bottom). The all-sky
image on the top panel shows a Planck CO Map with Fermi-LAT identified Galactic 1FHL sources (triangles)
and the 15 known Galactic TeV sources (white stars) outside the HGPS region. The HEGRA Galactic Plane Sur-
vey [4] and the VERITAS Cygnus survey [5, 6] regions are illustrated in blue and green, respectively. From [1].
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half of the source (31) are firmly identified, the largest population consisting of pulsar wind nebulæ
(PWN) followed by supernova remnants (SNRs) and binary systems. Most of the remaining sources
are confused (several possible counterparts) while a significant fraction (12 sources) have no known
counterparts at other wavelengths.

The HGPS is a unique tool for population studies (e.g. PWN [7] or SNR [8]). In particular, it
appears that most young and powerful pulsars have a PWN detected in VHE. This allows for the first
time to construct a PWN evolution model.

The paper and legacy data will be released in 2017, including FITS maps and a source catalog
(morphology & spectra).

3 Very high emission from pulsars

The detection of very high energy pulsations from the Crab pulsar by the MAGIC collaboration came
as a surprise to the community [9]. Later detection of pulsed emission above 100 GeV [10, 11], and
up to at least 1 TeV [12] implies that the emission takes place in the vicinity of the light cylinder, and
triggered an intense theoretical and experimental activity.

Despite its longer period, P = 89.3 ms, its larger characteristic age τc = 11 kyr and its much
smaller spin-down power Ė = 6.9 × 1036 erg s−1 [13], the Vela pulsar is, due to its proximity (d =
287+19

−17 pc [14]) exceptionally bright in radio and in HE γ rays, and is, after the Crab pulsar, one of the
best natural candidates for VHE emission. The Vela pulsar is surrounded by a strong wind nebulae,
detected in particular by Fermi-LAT [15].

The HE γ-ray phasogram is characterized by two main sharp peaks (P1 and P2) and a third peak
(P3) in the bridge (Fig. 2, bottom left). The ratio of the peak intensity between P1 and P2, and the
location and intensity of P3 vary with energy [16, 17].

The Vela pulsar was observed by H.E.S.S. during 40 hr between 2013 and 2015. A specific re-
construction was developed for monoscopic mode observations, and the resulting VHE phasogram is
shown in Fig. 2, top left: the peak P2 is detected with a statistical significance of > 15σ, and a total

Figure 2. Left: Phase folded distribution of events of the Vela Pulsar with H.E.S.S.-II (top) and Fermi-LAT (bot-
tom). Right: Energy distribution of events in the P2 Peak compared to Monte Carlo simulations.
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excess > 15000 over a huge background, demonstrating that H.E.S.S. operates in a different statistical
regime than Fermi-LAT.

Detailed comparison with Monte Carlo simulations (Fig. 2, right) validate the analysis pipeline and
indicate that γ-rays of energy as low as 10 GeV can be detected by CT5, although with an important
reconstruction energy bias. The VHE energy spectrum in the P2 peak is consistent with a steep power
law (Γ = 4.1 ± 0.2stat), in very good agreement with that of Fermi-LAT.

4 Supernova remnants as sources of cosmic rays

Expanding shock waves in SNRs are believed to be able to accelerate cosmic rays up to multi-TeV
energies through the mechanism of diffusive shock acceleration (DSA), see e.g. [18].

In the last years, SNRs have been firmly established as sources of VHE γ-ray emission. At least
five SNRs with clear shell-type morphology resolved in VHE γ rays were detected by H.E.S.S.,
allowing direct investigation of the SNRs as sources of cosmic rays: RX J1713.7-3946 [19, 20],
RX J0852.04622 (also known as Vela Junior) [21], SN 1006 [22], HESS J1731-347 [23] and
RCW 86 [24]. All of them show a very clear correlation between non-thermal X-ray and VHE γ-ray
emissions. Recently, three additional candidates of shell-type SNRs were identified in the HGPS [25],
HESS J1534-571, HESS J1614-518 and HESS J1912+101, the latter being the first TeV-only shell
candidate, identified through its morphology and without known counterpart.

The SNR RX J1713.7-3946 is one of the brightest Galactic X-ray SNRs, possibly associated
with the guest star AD393 which, according to Chinese astronomers, appeared in the constellation
Scorpius [26]. It was the first young, shell-type SNR to be resolved in VHE γ rays [19], with a
typical shell morphology consistent with X-ray observations. Both leptonic and hadronic scenarios
are considered to explain the origin of the emission.

Figure 3. Left: Quadrants used in the H.E.S.S.VHE γ-ray image of RX J1713.7-3946 to investigate possible
particle escape. Right: Radial profile of γ-ray (black) and X-ray (red) emission in quadrant number 3 [28].

Since the last H.E.S.S. publication [20], the amount of data has been doubled and high-resolution
/ high-throughput analysis techniques have been developed, e.g. [27], allowing to spatially resolve
spectra with unprecedented resolution (! 0.05◦). The resulting γ-ray image is shown in Fig. 3, left,
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and has an energy threshold of ∼ 250 GeV. For the first time, maps of physical quantities, such as
magnetic field in the case of a leptonic scenario, can be produced. The high statistics collected and the
high resolution analysis permits a detailed analysis of the morphology. The γ-ray image from Fig. 3
has been divided in five quadrants for which the radial profiles have been determined. In several
regions, such as region 3 (Fig. 3, right) the γ-ray emission appears significantly more extended than
the X-ray one (smeared to the H.E.S.S. PSF), indicating for the first time diffusion of particles outside
the shell and even escape of high energy particles, most likely of hadronic origin.

5 Galactic Centre

Since the original discovery of TeV emission from the Galactic Centre by H.E.S.S. [29] and diffuse
emission from the ridge [30], deep observation of the region have been conducted (> 200 hr), allowing
to investigate in more depth the nature and behaviour of the ridge emission [31].

Figure 4 shows the excess map of the galactic centre region, from which a profile of the cosmic
ray density along the galactic plane was extracted. This profile shows a 1/r dependence, indicating
diffusing propagation of cosmic rays injected continuously by a central source. The γ-ray spectrum
extracted from the region immediately surrounding the central source shows a power-law spectrum
of index 2.3 extending up to 50 TeV without any evidence of a spectral cut-off, giving evidence for a
proton injection spectrum extending beyond PeV energies.

The Galactic Centre therefore appears to be the first galactic Pevatron to be confidently detected,
and could account for a large fraction of the Galactic cosmic rays around the knee.

Figure 4. Excess map of the galactic centre region, showing the regions used for the derivation of a radial
emission profile (left) and the region used for spectral extraction (right).

6 Active Galactic Nuclei

Several results on active galactic nuclei were presented at the conference, including the first H.E.S.S.-
II results, in monoscopic mode, on the well know high synchrotron peaked blazars PKS 2155-304
and PG 1553+113 [32]. The data acquired with CT5 revealed a significant spectral curvature for both
sources with respect to a simple power-law spectrum and contributed to close the gap with Fermi-LAT.

The discovery of TeV emission from the radio galaxy PKS 0625-354, the sixth source in the
class of “γ-ray loud” radio galaxies, is important for modeling and understanding the contribution of
non-blazar AGN to extragalactic γ-ray background.
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7 Conclusions
The results presented here represents only a small fraction of the recent highlights from H.E.S.S..
Other results were presented at the conference, including the discovery of exceptional sources in the
Large Magellanic Cloud (first superbubble in TeV γ-rays, most luminous PWN and a new SNR),
results from searches for Dark Matter annihilation and updated measurement of Extragalactic Back-
ground Light. A special edition of Astronomy & Astrophysics on the H.E.S.S.-I legacy is currently in
preparation, and will be released in 2017.

After more than 10 years of operation, the camera of H.E.S.S.-I are currently been upgraded with
a new electronics, inspired from the design of CTA, to optimize the overlap with CT5 in the coming
years and reduce the dead-time. Observation with a fully refurbished array will restart early 2017.
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A Major Upgrade of the H.E.S.S. Cherenkov Cameras
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6Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS/IN2P3, F-91128 Palaiseau, France
7Max-Planck-Institut für Kernphysik, P.O. Box 103980, D-69029 Heidelberg, Germany

Abstract. The High Energy Stereoscopic System (H.E.S.S.) is an array of imaging at-
mospheric Cherenkov telescopes (IACTs) located in Namibia. It was built to detect Very
High Energy (VHE, >100 GeV) cosmic gamma rays, and consists of four 12 m diameter
Cherenkov telescopes (CT1-4), built in 2003, and a larger 28 m telescope (CT5), built in
2012. The larger mirror surface of CT5 permits to lower the energy threshold of the array
down to 30 GeV. The cameras of CT1-4 are currently undergoing an extensive upgrade,
with the goals of reducing their failure rate, reducing their readout dead time and improv-
ing the overall performance of the array. The entire camera electronics has been renewed
from ground-up, as well as the power, ventilation and pneumatics systems, and the con-
trol and data acquisition software. Technical solutions forseen for the next-generation
Cherenkov Telescope Array (CTA) observatory have been introduced, most notably the
readout is based on the NECTAr analog memory chip. The camera control subsystems
and the control software framework also pursue an innovative design, increasing the cam-
era performance, robustness and flexibility. The CT1 camera has been upgraded in July
2015 and is currently taking data; CT2-4 will upgraded in Fall 2016. Together they will
assure continuous operation of H.E.S.S at its full sensitivity until and possibly beyond
the advent of CTA. This contribution describes the design, the testing and the in-lab and
on-site performance of all components of the newly upgraded H.E.S.S. camera.
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1 Introduction

The H.E.S.S. experiment is situated at 1800 m hight in the Khomas Highland of Namibia. The first
four telescopes (CT1 - 4) were built in 2002 - 2003 (H.E.S.S. phase I). They are arranged in a square
with 120 m side length and have 12 m diameter. In summer 2012 the fifth telescope (CT5) with a
diameter of 28 m was build in the middle of the array (H.E.S.S. phase II). The larger mirror of the new
telescope lowered the array energy threshold from ∼100 GeV to ∼30 GeV and increased the array
trigger rate from (200 - 300) Hz to more than 1.5 kHz. The dead time of the old H.E.S.S. phase I
camera was ∼450 µs, which is much bigger than the dead time of the modern CT5 (∼15 µs) and is
not suitable for such high rates. Thus, significant fraction of the triggered events is recorded only by
CT5, limiting the performance of the array.

Thereby, one of the main goals of the H.E.S.S. phase I upgrade is to reduce the dead time and to
increase the number of recorded stereoscopic events. The second reason for the upgrade is the aging
of the electronic components. The cameras of CT1-4 have been operating in the desert environment
for more than 10 years leading to an increased rate of failures. To avoid further degradation, the
electronics and cabling of the cameras are renewed during the upgrade.

2 Camera components

As it is seen from figure 1 most of the electronic components of the camera were replaced. Only
photomultiplier tubes (PMTs), their bases, single photoelectron (ph.e.) and flat fielding units for
calibration are the same.

The upgraded camera has a new concept for the ventilation system. Instead of many small fans
located inside the camera body now there is a single fan on the back door. It increases air pressure
and prevents dust accumulation inside the camera. In addition it can heat or cool air if needed. A
new back door design was developed for the upgraded ventilation system. However this increased the
weight of the back door and required two pneumatic cylinders to open and close it.

Behind the back door there is a rack with back-end electronics. It includes a power distribution
box (PDB) and a drawer interface box (DIB). The PDB provides power to the front-end electronics.
The DIB is one of the most important components in the camera and is responsible for the interface of
the calibration units, ventilation system, number of different sensors, GPS timestamps for the events.
Its most important component is the camera trigger.

2.1 Front-end electronics

The telescope camera contains 960 PMTs arranged in 60 modules (16 PMTs in each) which are called
drawers. A drawer includes two analog boards and one slow control board. Each analog board obtains
signals from 8 PMTs. The signals are pre-amplified and sent in tree different channels. One of them
is a trigger channel and two others are related to readout (low and high gain).

The trigger channel is fed to a comparator. If the signal is high enough (several photoelectrons)
then pixel is triggered (level 0 trigger) [1]. The level 0 trigger signals are routed to the DIB, where
N-majority trigger is built out of 38 overlapping groups of 64 pixels each. This is the camera-wide
trigger (level 1), which helps to reduce night sky background (NSB) and identify useful data (air
showers).

At the same time in readout channels signal gets into NECTAr chip [2] where it is sampled, stored
and digitised. There are two capacitor arrays for the signal storage. Each of them has a length of 1024
cells, but if camera is triggered only 16 cells will be read.
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Figure 1: Schematic illustration of upgraded H.E.S.S. camera

2.2 Tests

More than 270 drawers were tested at DESY (Zeuthen) with several test setups. A copy of the camera
body (CopyCam, fig. 2, left top) was used for tests of the ventilation system, back door mechanics,
pneumatics, centre camera trigger etc. The MiniCam is a dark box for four drawers with PMTs, which
offered a possibility to check the function of front-end electronics in realistic conditions.

One more test bench (fig. 2, left bottom) was used to check basic functionality of the electronic
components and test the drawers without PMTs. Specially for this setup 8-channel pulse generator
was developed. It can generate negative pulses with ∼1 ns rising and falling time and amplitudes from
∼0.6 mV to ∼300 mV. A number of different characteristics were tested here: low gain (LG) and high
gain (HG) linearity, cross-talk, pedestal noise, trigger path etc. An example of the linearity test results
is illustrated on figure 2 (right). High gain shows linear behaviour from 0 to ∼200 ph.e., low gain
from ∼30 ph.e. to 4200 ph.e. Deviation from linearity do not exceed 2%.

3 Status of the upgrade

The first camera (CT1) was upgraded in summer 2015 and since March 2016 has been included in
regular observation. The upgrade of other three cameras started in September 2016 and currently they
are in the process of commissioning. Monte-Carlo simulations for the upgraded cameras are ongoing.
For that purpose CORSIKA [3] and sim_telarray [4] are used. First results showed good match
between the simulated trigger rate and the observed one with real upgraded camera.

H.E.S.S. phase I upgrade allows us to keep H.E.S.S. operating in a stable regime and improves the
sensitivity of the lowest and highest energies. New fast readout electronics gives us the opportunity
to lower the trigger threshold and as a result collect more stereoscopic events at energies <100 GeV.
In turn, the optimisation of the length of the readout window could improve reconstruction of high
energy events. Moreover, the current upgrade of the H.E.S.S. telescopes is a great opportunity to test
new electronics, software and algorithms for the future ground based experiments.
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Figure 2: Left: testing setups at DESY (Zeuthen) - CopyCam (top) and test bench with pulse genera-
tors (bottom); right: result of linearity tests.
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The Crab pulsar at VHE
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Abstract.
The last six years have witnessed major revisions of our knowledge about the Crab Pul-
sar. The consensus scenario for the origin of the high-energy pulsed emission has been
challenged with the discovery of a very-high-energy power law tail extending up to ∼400
GeV, above the expected spectral cut off at a few GeV. Now, new measurements obtained
by the MAGIC collaboration extend the energy spectrum of the Crab Pulsar even fur-
ther, on the TeV regime. Above ∼400 GeV the pulsed emission comes mainly from the
interpulse, which becomes more prominent with energy due to a harder spectral index.
These findings require γ-ray production via inverse Compton scattering close to or be-
yond the light cylinder radius by an underlying particle population with Lorentz factors
greater than 5 × 106. We will present those new results and discuss the implications in
our current knowledge concerning pulsar environments.

1 Introduction

Pulsars are rapidly rotating neutron stars (NS) which form highly magnetized magnetospheres, usually
described as magnetic dipoles. The magnetosphere is filled with charged particles, mainly electrons
and positrons, extracted from the stellar surface by the induced electric fields. The original model for
pulsar magnetospheres foresees that these charged particles satisfy the ideal magnetohydrodynamic
(MHD) (E ·B=0) and the free-force (FF, ρE+ J×B=0) conditions [1]. In this view, the magnetic field
lines cannot remained closed beyond the light cylinder (LC, with a radius RLC), where the angular
velocity of the NS is equal to the speed of light. Along the open field lines the plasma flows along
asymptotically monopole field lines [2] forming the pulsar wind region. Nowadays it is commonly
accepted that the ideal MHD and FF conditions cannot be fulfilled everywhere inside the magneto-
sphere. In the past years regions where the electric field is not totally screened by the plasma were
invoked as possible sites of particle accelerations. They are referred as to gaps. Recently current
sheets are taking over though. They are current carrying surfaces where particles can be accelerated
via relativistic reconnection and radiate synchrotron emission from optical to γ-ray wavelengths. In
particular, an equatorial current sheet was proposed by Contopoulos to ensure the closure of the large-
scale currents flowing from the star to infinity and back [3], but only recent particle-in-cell (PIC)
simulations of plasma-filled magnetospheres have provided the evidence for its existence, as well as
its possible extension down to the NS surface, separating the open and closed field lines (this names
them separatrix) [4–7]. The equatorial current sheet separates the field lines that originate from the
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two pulsar magnetic poles. When the rotation and magnetic axes are not aligned (oblique pulsars),
this current sheet develops corrugation whose amplitude increases linearly with the distance from the
star. The equatorial plan is then divided into stripes of magnetic field of opposite polarities, hence the
name stripped wind [8–10].
In this new paradigma of the pulsar magnetosphere, two classes of pulsars are defined depending on
the particle density inside the magnetosphere: the high-multiplicity pulsars where pair production
takes place within the magnetosphere, that are the young pulsars with high stellar magnetic fields, and
the low-density pulsars where particles are supplied only from the NS surface and are identified with
the old pulsars. For the first class of pulsars the FF solution is a good approximation of their magne-
tosphere characterized by the presence of the separatrices and the equatorial current sheet. They are
weakly dissipative [7, 11]. The low-density pulsars exhibit a charged separated magnetosphere with
no separatrices since the equatorial sheet is electrostatically supported. They show high dissipation
(>40%) beyond the LC [7, 11].

Pulsars are observed from radio frequencies up to γ rays. Radio emission is believed to be pro-
duced at low-altitudes, close to the stellar magnetic poles, by a a coherent process either maser am-
plification or coordinated motion of group of charges. At higher frequencies pulsed emission is in-
coherent, most likely synchrotron radiation produced by relativistic electron-positron pairs. At high
energies, pulsed emission was long attributed to synchro-curvature by particles accelerated in magne-
tospheric gaps. According to the location of the gap inside the magnetosphere, γ-ray pulsar models
were classified into polar caps, if close to the magnetic poles, [12], outer gaps if at high altitudes
[13], or slot gaps, if along the last open field lines [14]. In particular, such a synchro-curvature emis-
sion has a maximum energy limited by radiation losses or magnetic and γ-γ pair absorption. The
recent advances on the high-energy pulsar physics due to discovery of more than 150 γ-ray pulsars
by Fermi/LAT [15] suggest that pulsed γ rays are produced at high altitudes favouring the outer gaps
models. This conclusion is mainly drawn by two observational facts: 1) The spectral cutoff at a few
GeV is exponential, and often even subexponetial for young pulsars. The smoother spectral break is
interpreted as the overlapping of emission beams coming from different regions and/or with different
cutoff energies. 2) The majority of the γ-ray pulsars present a double-peaked pulsar profile, which
in low-altitude emission models would require a specific geometric configuration (both viewing and
inclination angles close to 90◦), too special to meet the observed numbers [16]. However, in the con-
text of the new paradigma of the pulsar magnetosphere, the high-energy emission could entirely or
partially be of synchrotron origin produced in the equatorial current sheet beyond the light cylinder
[17, 18, 26].

2 The Crab pulsar

The Crab pulsar is the second most powerful pulsar known so far with a spin-down luminosity Ė =
3.8 × 1038 erg/s and the only pulsar whose age is known with precision. It is, in fact, the leftover of
an historical supernova explosion occurred in 1054 AD which was in detail documented by Chinese
astronomers.

Its pulse profile is characterised by two peaks almost aligned at almost all wavelengths, even
though their amplitudes change with energy [19, 20]. The main peak at low radio frequencies (0.1–5
GHz), by definition set at phase 0, is usually referred to as P1, whereas P2 or interpulse is located
∼ 0.4◦ away. The emission in between the two peak is called bridge.
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2.1 Recent results at VHE

All the 160 γ-ray pulsars detected by Fermi/LAT show a spectral break at ∼few GeV in agreement with
the synchro-curvature scenario [15], but one: the Crab pulsar. The spectrum of the Crab pulsar be-
tween 0.1-100 GeV is well parametrized by a power-law function with a sub-exponential cutoff (b<1).
The best-fit value for the photon index is γ=1.59±0.01, for the energy break is (5.09±0.63) GeV and
for the curvature index b=0.43±0.01 [21]. Recent measurements of the Crab pulsar by imaging at-
mospheric Cherenkov telescopes showed a totally unexpected power-law component emerging above
the synchro-curvature cutoff and extending above 100 GeV [22–24]. This new spectral component,
that is excluding the spectral break at more than than 6σ [22], is a common feature of both peaks
and the bridge. A joint fit of the Fermi/LAT data above 10 GeV and the MAGIC ones indicates that
P2 is significantly harder than P1 with a difference between the photon indices of 0.5±0.1. Whereas
the steeper P1 (Γ=3.5±0.1) spectrum cannot be detected beyond 600 GeV, P2 becomes the dominant
component above 50 GeV [23] and extends up to 1.5 TeV without any sign of cutoff [25]. A lower
limit on the spectral cutoff is estimated at 700 GeV. On the other hand, the spectrum of the bridge is
as soft as P1 and fades out already at 150 GeV [20].

This VHE pulsed emission is very unlikely to be synchro-curvature radiation: the production
of 1 TeV photon would require, in fact, a curvature radius of the magnetic field lines one order of
magnitude larger than the usual adopted one. If emission up to few hundreds of GeV could be also
synchrotron radiation from the equatorial current sheet [17, 26], the emission at higher energies is
accredited to be produced via inverse Compton scattering. In this view several models have been put
forward. Some of them are listed in the following:

• inverse Compton scattering of relativistic wind electrons off pulsed optical/X-ray photons with mag-
netospheric origin [27, 28]. This model was proposed to explain the emission up to 400 GeV and
can well reproduce the pulse profile by assuming an anisotropic pulsar wind. Nevertheless, it fails
in reproducing the spectrum up to 1 TeV. The production of these energetic photons would require
electron parent population with a Lorentz factor larger than 5 × 106, hence a continuos acceleration
from the LC up to ∼100RLC which in turn results in an overestimation of the GeV flux.

• synchrotron-self-Compton scattering off synchrotron photons produced in the current sheet by the
same population of synchrotron-emitting electrons. This model reproduces the spectrum up to VHE
as a sum of two distinct components: the synchrotron power-law up to few hundreds of GeV and
the SSC as an extra bump fading out at a few TeV [17]. However, the model cannot explain the
pulse profile.

• inverse Compton scattering off either photons in particle cascading inside the magnetospheric gaps
[23, 29, 30].

So far none of the existing model can explain simultaneously the spectrum and the pulse profile with
its narrow peaks at VHE. In addition there is no comprehensive theoretical model reproducing all the
observable of the pulsed emission i.e. the broadband spectrum with its spectral changes across the
pulse-phase in X- and γ rays, and the pulse profile with its energy-dependent peak amplitude and
width.
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Recent results in γ-ray astronomy with the ARGO-YBJ detector
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Abstract. The ARGO-YBJ air shower detector has been in stable data taking for five
years at the YangBaJing Cosmic Ray Laboratory (Tibet, P.R. China, 4300m a.s.l.) with
a duty cycle > 86% and an energy threshold of a few hundreds of GeV. With the scaler
mode technique, the minimum threshold of 1 GeV can be reached. In this paper recent re-
sults in γ-ray astronomy will be presented, including those from 4.5 years of observations
of the blazar Mrk 421 in common with the Fermi satellite.

1 The detector
The ARGO-YBJ experiment is located at Yangbajing (Tibet, P.R. China, 4300 m a.s.l.) and consists of
a single layer of Resistive Plate Counters (RPCs) on a total area of about 110 × 100 m2. The detector
has a modular structure, the basic module being a cluster (5.7×7.6 m2), made of 12 RPCs. Each RPC
is read by 80 strips (6.75×61.8 cm2) which are the space pixels, logically organized in 10 independent
pads (55.6 × 61.8 cm2) which are individually acquired and represent the time pixels of the detector
[1]. The detector carpet is connected to two different DAQ systems, which work independently: in
shower mode, for each event the location and timing of each detected particle is recorded, allowing
the reconstruction of the lateral distribution and of the arrival direction; in scaler mode, the counting
rate of each cluster is measured every 0.5 s, with little information on the space distribution and arrival
direction of the detected particles. The trigger of the shower mode was Npad ≥ 20 in a time window
of 420 ns, with a rate of 3.5 kHz. In the scaler mode, for each cluster four scalers recorded the rate
of counts ≥ 1, ≥ 2, ≥ 3 and ≥ 4 in a time window of 150 ns. The corresponding measured rates
are, respectively, ∼40 kHz, ∼2 kHz, ∼300 Hz and ∼120 Hz [2]. The experiment has been taking data
with its full layout from November 2007 to February 2013. The detector pointing accuracy, angular
resolution and absolute energy calibration have been determined studying the deficit in the cosmic ray
flux due to the Moon [3].

2 Sky survey
The ARGO-YBJ detector surveyed the northern hemisphere, in the declination band from -10◦ to 70◦,
at energies above 0.3 TeV. With an integrated sensitivity down to 0.24 Crab unit (depending on the
declination) after five years of data taking, six sources were detected with a statistical significance
S>5 standard deviations (s.d.), and five excesses are reported as potential (S>4 s.d.) γ-ray emitters.
The list of excess regions, with their corresponding significances and TeV associations, is in table 1
[4]. In the rest of this section, a selection of results concerning the detected sources will be presented.
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Table 1. List of ARGO-YBJ excess regions with corresponding statistical significances S and TeV associations.
All significances are given for Npad ≥ 20 except that of ARGO J1841-0332, which is for Npad ≥ 100 (for

Npad ≥ 20 the significance is S=3.4 s.d.).

ARGO-YBJ Name S (s.d.) TeV Association
ARGO J0409-0627 4.8
ARGO J0535+2203 20.8 Crab Nebula
ARGO J1105+3821 14.1 Mrk 421
ARGO J1654+3945 9.4 Mrk 501
ARGO J1839-0627 6.0 HESS J1841-055
ARGO J1907+0627 5.3 HESS J1908+063
ARGO J1910+0720 4.3
ARGO J1912+1026 4.2 HESS J1912+101
ARGO J2021+4038 4.3 VER J2019+407
ARGO J2031+4157 6.1 MGRO J2031+41

TeV J2032+4130
ARGO J1841-0332 4.2 HESS J1843-033

The differential energy spectrum obtained for the Crab Nebula in the range 0.3-20 TeV can be
described by the power law dN/dE = (5.2 ± 0.2) × 10−12(E/2 TeV)(−2.63±0.05) photons cm−2 s−1

TeV−1, and it is consistent with results from other experiments [5]. The light curve over five years,
with a binning of 200 days, is compatible with a steady emission with a probability of 0.07. An
analysis with data collected in 4.5 years of observations in common with Fermi/LAT and divided in
bins of 200 days gives a Pearson correlation coefficient r = 0.56±0.22. Because of the small statistical
significance of these results, no flux variability correlated with Fermi/LAT can be claimed.

The blazar Mrk 421 was observed by ARGO-YBJ and the Fermi satellite during a 4.5 year period
of common operation time, from August 2008 to February 2013 [6]. Thanks to long-term multiwave-
length observations, the variable emission of this source and the correlations among flux variations in
different wavebands were investigated. The TeV flux is clearly correlated with the X-ray flux, while
only partially with the GeV flux. Seven large flares, of which five in X-rays and two at GeV energies,
and one X-ray outburst were identified and used to study the variation of the Spectral Energy Distri-
bution (SED) with respect to two steady phases. The behaviour of the GeV γ-rays allows the classi-
fication of SEDs into three different groups. Adopting a simple one-zone synchrotron self-Compton
model, we find that in two out of three groups electrons are injected with a power-law spectral index
∼-2.2, as expected from relativistic diffuse shock acceleration, while in the remaining group the spec-
trum is harder (∼-1.8). The variations of the states may be due to environment properties (first two
groups) or to the acceleration process itself (last group).

In a location consistent with MGRO J2031+41, Fermi/LAT detected a complex extended source,
attributed to the emission by a “cocoon” of freshly accelerated cosmic rays which fill the cavities
carved by stellar winds and ionization fronts from young stellar clusters [7]. After reanalysing the
complete ARGO-YBJ data set, subtracting the contribution of the overlapping TeV sources and using
a larger region to evaluate the excess map (since Fermi/LAT observations revealed a large extended
source), ARGO J2031+4157 resulted with an extension σext = 1.8◦ ± 0.5◦, consistent with that of the
Cygnus Cocoon as measured by Fermi/LAT, i.e., σext = 2.0◦ ± 0.2◦ [8]. The spectrum also shows
a good connection with that determined by Fermi/LAT in the 1-100 GeV energy range. Therefore,
ARGO J2031+4157 is identified as the counterpart of the Cygnus Cocoon at TeV energies.
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3 Diffuse γ-rays from the Galactic plane

The events collected by ARGO-YBJ have been analysed to determine the diffuse γ-ray emission in the
Galactic plane at longitudes 25◦ < l < 100◦ and latitudes |b| < 5◦ [9]. This analysis was carried out in
the energy range connecting the region explored by Fermi/LAT with that investigated by Milagro. In
particular, the analysis was focused on two selected regions of the Galactic plane, i.e., 40◦ < l < 100◦
and 65◦ < l < 85◦ (the Cygnus region), where Milagro observed an excess with respect to what
predicted by current models.

In the Galactic region 40◦ < l < 100◦, |b| < 5◦, after masking the discrete sources and subtracting
the residual contribution, an excess with a statistical significance of 6.1 s.d. above the background
is found. The spectral analysis provides the three fluxes shown in Figure 1 (left), whose fit with a
power law gives a spectral index −2.90±0.31, and the corresponding flux at 1 TeV is compatible with
the extrapolation of the Fermi/LAT model for the Diffuse Galactic Emission (Fermi-DGE). On the
other hand, the first measurement of the diffuse TeV (integral) flux from the Galactic plane made by
Milagro revealed a “TeV excess” in the diffuse γ-ray spectrum with respect to expectations [10]. This
Milagro measurement, converted into differential flux, is only 34% greater than the value expected
from the extrapolation of the Fermi-DGE, and within the experimental uncertainties (see triangle with
error bars in left plot of Figure 1). Moreover, considering that the Milagro result does not take into
account the contributions from the Cygnus Cocoon (not yet discovered at the time of the measurement)
and from overlapping point and extended sources, the discrepancy with the Fermi/LAT predictions
is almost cancelled out. Therefore, the full set of measurements with ground-based detectors is in
agreement with direct observations by Fermi/LAT, and the evidence of any “TeV excess” is ruled out.
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Figure 1. Energy spectrum of the Galactic diffuse γ-ray emission. The EGRET data (squares), showing a
“GeV excess”, are likely due to instrumental effects. The Fermi/LAT data (stars) were obtained in the region
72◦ < l < 88◦, |b| < 15◦. The different lines indicate the energy spectra expected from the Fermi-DGE (with
index -2.6, which also rules their extensions) in the different sky regions investigated by the detectors (details are
given in [9]). Left: region 40◦ < l < 100◦, |b| < 5◦. Right: region 65◦ < l < 85◦, |b| < 5◦

In the Galactic region 65◦ < l < 85◦, |b| < 5◦, after masking the discrete sources and the Cygnus
Cocoon and subtracting the residual contribution, an excess of 4.1 s.d. is left. The SED of γ-ray
emission is shown in the right plot of Figure 1 together with the spectra expected from the Fermi-
DGE in the different sky regions investigated by the detectors. Milagro measured the diffuse γ-ray
emission from the region 65◦ < l < 85◦, |b| < 2◦ at a median energy of 15 TeV [11], obtaining
the flux reported as a filled triangle in the same plot. For comparison, the long-dashed line shows
the expected energy spectrum for this region according to the Fermi-DGE. The Milagro flux results
about 75% higher than the Fermi-DGE, suggesting the presence of an excess. The spectral analysis of
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ARGO-YBJ data provides the three fluxes shown in the right plot of Figure 1, whose fit with a power
law gives a spectral index −2.65 ± 0.44, and the corresponding flux at 1 TeV is about 10% lower than
the extrapolation of the Fermi-DGE. These data do not show any excess at energies around 1 TeV
which corresponds to the excess found by Milagro. Again, this discrepancy can be explained taking
into account that the contribution of all the discrete γ-ray sources was not completely removed from
the Milagro data. Finally, the harder spectrum in the Cygnus region compared with that measured in
the whole region 40◦ < l < 100◦, |b| < 5◦ may suggest the presence of young cosmic rays accelerated
by a nearby source.

4 Search for Gamma Ray Bursts in scaler mode
In scaler mode, the energy threshold for photons is about 1 GeV, lower than the highest energies de-
tected by satellite experiments. Moreover, the modular structure of the ARGO-YBJ detector allowed
the collection of data during the different mounting phases. Therefore a search for emission from
Gamma Ray Bursts (GRBs) in coincidence with satellite detections started in November 2004, when
the Swift satellite was launched [12]. Until February 2013 a sample of 206 GRBs was analysed, 24 of
them with known redshift z. This is the largest sample of GRBs investigated with a ground-based de-
tector at high energies. Since no significant signal was found in the data, for each GRB fluence upper
limits in the 1-100 GeV energy range were determined at 99% c.l. assuming two different power law
spectra: a) the index measured by satellite detectors in the keV-MeV energy range; b) the conservative
differential index -2.5. For case a), when double power law spectral features have been identified, the
higher energy index has been used. Therefore, we obtain ranges of upper limits between the values
corresponding to the two spectral assumptions, while a single value results if the low energy spectrum
is a cutoff power law, and thus only case b) is considered. For the set of 24 GRBs with known redshift,
the fluence upper limits are as low as ∼ 3 × 10−5 erg/cm2 and are the only ones set at GeV energies.
For a subset of these GRBs, the upper limits show that the low-energy spectrum cannot be extended
to the GeV region and some additional features occur in the keV-MeV range. For GRB090902B the
upper limit can be compared with the fluence extrapolated from Fermi/LAT observations in the same
energy range [13], which results lower by a factor ∼3. More results and details about this search are
given in [14].
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Abstract. The High Altitude Water Cherenkov Observatory is an all-sky surveying in-

strument sensitive to gamma rays and cosmic rays from 100GeV to 100TeV. With its 2sr

instantaneous field of view and a duty cycle of > 95%, HAWC is carrying out an unbi-

ased survey of the Northern sky and is monitoring known flaring sources and searching

for transients. HAWC operation began mid-2013 with a partially-completed detector.

The array was terminated in 2015. We here summarize the status of the observatory, and

highlight its first scientific results, resulting from the first year of data taking after com-

pletion of the detector. In particular, we will present the HAWC map of the sky at tens of

TeV.

1 Introduction

The High Altitude Water-Cherenkov Telescope (HAWC) is an air-shower array facility, designed to
study TeV gamma rays by observing the air-shower particles, which, produced by the TeV photons
in the high atmosphere, arrive in the detector. HAWC data taking started in August 2013 while still
under construction. HAWC construction was terminated at the beginning of 2015. The complete
detector consists of 300 Water Cherenkov detectors (WCDs) spread on a 22000 square meter area.
Every WCD is a 4.5 m high tank made of steel with a diameter of 7.3m, and contains 200,000 liters
of purified water. At the bottom of the tank there are three 8-inch photomultipliers (PMTs) arranged
in a triangular layout, plus one high quantum-efficiency 10-inch PMT at the center of this triangle.
The photomultipliers detects the Cherenkov light produced by the air shower particles in each WCD
unit. HAWC is continuously recording signals from each WCD and seeking for multiple coincident
signals or events. The data are reconstructed event per event, each event having between 20 and 50
channels hit. The shower direction is reconstructed by collecting and comparing the arrival times of
the shower particles in the different WCDs hit by the shower. The detector is calibrated by means of
a laser calibration system which delivers light pulses to all the WCD in the array using optical fibers.
This laser signal guarantees the timing and charge calibration of the individual PMTs, which are cru-
cial for an accurate reconstruction of the air shower. The shower fronts are fitted with sub-nanosecond
residuals, resulting in an angular resolution as good as 0.2 degree for the highest energy events. The
charge deposits on each PMT channel is used for energy estimations and for gamma/hadron discrimi-
nation through algorithms based on core location and the pattern of the energy deposition in the array
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- including muon identification. HAWC registers over 20,000 cosmic rays per second, generating 2
TB of data every day.

Its wide field-of-view, with an instantaneous aperture of 2sr, covers more than 15% of the sky so
that the detector is exposed to two-thirds of the sky during a 24-hour period. This makes HAWC an
ideal survey and monitoring observatory, complementary to the pointing instruments at TeV energies,
the imaging air Cherenkov telescopes (IACTs), such as H.E.S.S., MAGIC, VERITAS, and the up-
coming Cherenkov Telescope Array (CTA). While the IACTs reach their best sensitivity at about 1
TeV, the HAWC observatory is particularly sensitive to photons of energy above several TeVs. In fact,
HAWC sensitivity curve to steady sources peaks at 10 TeV and furthermore is constant for extended
sources up to three degrees across [1]. These two key features make HAWC an ideal instrument to
discover and study Galactic gamma-ray sources produced by the interactions of the highest energy
cosmic rays. In the following section we will review the HAWC map of the sky at tens of TeV
obtained by the HAWC Collaboration after collecting one year of data.

2 Scientific results

Primary science goals of the HAWC observatory are searching for the origin of the highest energy
cosmic-rays, studying transient phenomena, such gamma-ray binaries and gamma-ray bursts [2], mon-
itoring active Galactic Nuclei, searching for dark matter signals [3] and studying more exotic topics
such as primordial black holes [4].

A year after completion of the observatory, the HAWC Collaboration announced a new map of the
sky in very high energetic (VHE) gamma rays [5]. The sky map in Fig.1 shows several astrophysical
objects along the plane of our galaxy, many of which have not been observed previously. Among
the extended galactic sources observed by HAWC it is worth mentioning the extended emission dis-
covered close to two famous middle-age closeby pulsars, Geminga, and PSR B0656+14, associated
with the Monogem ring (see Fig.2). The two HAWC sources are likely pulsar wind nebulae powered
by ultrarelativistic electrons accelerated at the termination shocks, where the powerful pulsar winds
encounter the interstellar medium. The HAWC discovery of extended TeV emission from the direc-
tions of both Geminga and the pulsar PSR B0656+14 offers a unique chance to investigate the VHE
particle populations in our Galactic neighbourhood, shedding light on the origin of these particles
and understanding the local particle transport at the highest energies, which is not constrained by any
cosmic ray measurements.

Another region of great astronomical interest mapped by HAWC is the Cygnus region, the bright-
est region in GeV and TeV gamma-rays in the Northern sky (see Fig.2). The region was previously
mapped at TeV energies with the Milagro instrument [6–8] and one of the two Milagro sources in
Cygnus, MGRO J2019+37, was later spatially resolved by Veritas in two sources, which still lack
a clear counterpart at lower energies [9]. The study of the non-thermal radiation from the Cygnus
region, dominated by one of the brightest and closest star forming region in our Galaxy, Cygnus X,
is crucial for understanding the origin of cosmic rays in the Galaxy and the relationship between star
formation and acceleration of particles. Detailed studies of the different TeV sources observed by
HAWC are currently under way.

The new non-thermal map of the universe to the highest energies also includes two famous ac-
tive galactic nuclei, Markarian 501 and Markarian 421, the closest BL Lac objects known, whose
lightcurves are shown in Fig.3 and Fig.4, respectively. Thanks to the high significances of the detec-
tions, 33 σ for MrK421 and 23 σ for Mrk501 it was possible to extract their daily flux level. The
HAWC light curve of Mrk421, including 387 selected transits, represents the first daily monitoring of
a TeV blazar with the sensitivity to actually detect flaring on single transits. Frequent high states of
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Figure 1. HAWC first year all-sky map in celestial coordinates. Several astrophysical objects along the plane of

our galaxy, many of which have not been observed previously, are visible. The three point sources are Mrk 501,

Mrk 421 and the Crab Nebula. The HAWC results were announced in a press release during the April 2016 APS

meeting [5].

Figure 2. (Left Panel) HAWC excess map of the Geminga and PSR B0656+14 regions. (Right Panel) Excess

map of the Cygnus region, dominated at lower energy by one of the brightest and closest star forming region

in our Galaxy, Cygnus X, where a high density in gas, pulsars and supernova remnants create an incredible

environment for stars to be born.
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Figure 3. The lightcurve of the active Galactic Nucleus, Markarian 501 between November 26 2014 and February

12 2016 is shown. The fluxes are calculated assuming a spectral index of 1.7 and an exponential cut-off at 5 TeV.

Episodes of flaring activity, with twice the Crab flux are evident.

Figure 4. The lightcurves of the active Galactic Nucleus, Markarian 421 HAWC light curve of the BL Lac object

Mrk 421 spans from November 2014 to February 2016 and shows several flaring states, in which the TeV flux of

Mrk 421 was stronger than that of the Crab.

fluxes larger than 1 or 2 Crab have been observed. Recently, HAWC, FACT and Swift-XRT reported
the joint observation of a four day activity of Mrk 421, which reached 2 Crab units above 1 TeV
[10]. Mrk501, whole lightcurve is presented in Fig.4, was observed recently by HAWC while it was
extremely bright, the two-day flare starting on April 6th 2016 reaching a flux 2.2 times that of the
Crab [11]. This confirms that HAWC has the capability to provide timely alerts to the astronomical
community.

Gamma-Ray Bursts (GRBs) have been detected up to several GeV by Fermi-LAT. However none
of the TeV ground-based experiments has ever detected one yet. The main problem is that they are
unpredictable, and due to the reduced duty cycle of the IACTs, it is difficult to detect them. The
large duty cycle of HAWC ( > 90%), together with its large field of view makes HAWC the ideal
experiment to detect GRBs at TeV energies. HAWC is expected to detect a rate as high as 1.6 GRB
per year. One of the brightest GRB in the last years happened while a small fraction of the detector
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Figure 5. (Left Panel) HAWC cosmic-ray skymap. The large-scale structures have been subtracted to emphasize

the three regions with enhanced cosmic-ray flux.(Right Panel) HAWC upper limits on GRB130427A. Together

with the complete HAWC sensitivity and the flux measured by Fermi. The sensitivity for the complete detector

(HAWC300) is shown for comparison.

(HAWC30) was taking data, and only the scaler data acquisition system (DAQ) was active. The burst
was not detected, and the corresponding upper limits were derived (see right panel of Fig. 5 [12]).

The anisotropy of the arrival direction of the cosmic-rays, which was first detected by Milagro
[13], and later on confirmed by other experiments like IceCube [14], has been also observed with
HAWC [15]. The left panel of Figure 5 shows the cosmic ray sky map obtained with 113 days
of HAWC-100 (HAWC detector with 100 WCD) data. It contains 5 × 1010 cosmic-ray events with a
median energy of 1.9 TeV, and a median angular resolution of 1.2 deg. The map shows the significance
computed by using a 10 deg smoothing angle. There are 3 regions with an excess of cosmic-rays above
5 σ level. Region A and B were already reported by Milagro experiment, and region C was recently
announced by the ARGO-YBJ collaboration [16]. The origin of the cosmic-ray anisotropy is unclear.
HAWC will shed some light on its origin by measuring the spectrum, flux, and variability of the
cosmic-ray anisotropy.

3 Conclusions and outlook

Thanks to its nonpointed observations of photons up to energies of tens of TeV, its large field of view,
and its high duty cycle HAWC is the perfect instrument for surveying and monitoring the TeV gamma-
ray sky. One year after completion of the array, the HAWC collaboration has presented the first map
of the Galactic Plane at multi-TeV energies. HAWC continuously monitors the VHE sky. Recently
it has detected Markarian 501 in a flaring state and promptly launched an alert to the astronomical
community.
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HAWC High Energy Upgrade with a Sparse Array
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Abstract. The High Altitude Water Cherenkov (HAWC) gamma-ray observatory has
been fully operational since March 2015. To improve its sensitivity at the highest en-
ergies, it is being upgraded with an additional sparse array called outrigger array. We will
discuss in this contribution, the different outrigger array components, and the simulation
results to optimize it.

1 HAWC and the Motivation for Outriggers

HAWC is situated in central Mexico at an altitude of 4100 m above the sea level. It has a wide field
of view of 2 sr and operational energy range of 0.1-100 TeV. It consists of 300 Water Cherenkov
Detectors (WCDs) in the main array encompassing a surface area of 20000 m2. The main array
WCDs comprised of cylindrical steel water tanks of diameter 7.3 m and height 4.5 m with 4 Photo
Multiplier Tubes (PMTs) (three 8” and one 10”) in each one of them. HAWC detects the Cherenkov
light produced in the water by particles generated in an atmospheric air shower.

When the energy of the primary particle is of the order of tens of TeV, the footprint of the shower
becomes comparable to the size of the main array. Therefore, most of the recorded showers are not
contained in the array, which causes challenges to constrain the shower properties. To address these
challenges the construction of the outrigger array around the main array has started. It will increase
the fraction of well-reconstructed showers above multi-TeV energies. The outrigger array will help
in determining the position of the core of the shower falling outside the main array and it will also
improve the determination of the primary particle’s direction and energy.

2 Outrigger Array

The outrigger array [1] consists of 350 cylindrical tanks of diameter 1.55 m and height 1.65 m (see
Figure 1a). Each tank has one Hamamatsu R5912 8" PMT at the bottom of the tank. The outrigger
array will be deployed in a circular symmetric way around the main HAWC array with a mutual
separation of 12 m to 18 m (see Figure 1b).

To trigger and readout, the system electronics developed for the FlashCAM [2] will be used.
FlashCAM is a readout electronics, which has been developed for the cameras of the medium-size
telescopes of the Cherenkov Telescope Array. The reason for using the FlashCam readout for outrigger
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Figure 1. a. Outrigger tank and main array tanks. b. Outrigger array surrounding the main HAWC array. The
red lines shows the different sections of the outrigger array.

array is that each PMT of the outrigger array is equivalent to a pixel of an Imaging Atmospheric
Cherenkov Telescopes (IACTs) camera. The outrigger array is divided into five sections with 70
outriggers in each of them. One such section will contain a readout and trigger electronics, which
we named as the: Flash Adc electronics for the Cherenkov Outrigger Node (FALCON). A node will
contain 3 Flash-ADC boards, each of them can digitize 24 channels with a sampling speed of 250
MHz with a 12-bit accuracy. It also allows a flexible digital multiplicity trigger as well as the readout
of full waveforms, with settable length (typically 40 samples i.e. 160 ns) which can be used for charge
extraction and signal timing information.

3 Simulations

We performed extensive simulations in order to optimize the outrigger array. This can be further
divided into two parts:

1. Simulations to study the effect of different PMT options and tank colors.

2. Simulations to develop a likelihood fit method in order to fit the shower core and to constrain the
shower energy and the depth of the shower maximum.

3.1 Simulations for PMT Options and Tank Colors

In order to choose the size of the PMT, different PMT sizes have been simulated in combination with
different tank wall colors. Here we present the results for the 3" and 8" PMT with tank wall colors
black and white. We have focused on the following figures of merit:

1. Average number of Photo-Electrons (PEs) observed at a given distance from the shower core.

2. RMS of the distribution of the time difference between neighboring tank pairs for the arrival time
of the first PE.

It can be seen from the Figure 2 that one gets 10 times more PEs with the 8" PMT in comparison
to the 3" PMT and the effect of the white wall color in the contrast of black wall color is 20% increase
in the number of PEs observed. Furthermore, the white wall color is more diffusive than the black
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wall color, and the loss of the timing information by using the white wall color it can be more than
20% (see Figure 3) in comparison to the black wall color. It can be concluded that we don’t gain much
in the average number of PEs observed by using the white wall color and we lose considerably in our
timing information. We decided that black wall color tanks (less diffusive) with 8" PMT seems to be
the appropriate choice.

Distance from the shower core [m]

0 20 40 60 80 100

p
e

µ

10

2
10

3
10

Black, Energy = 3 TeV
White, Energy = 3 TeV
Black, Energy = 10 TeV
White, Energy = 10 TeV
Black, Energy = 30 TeV
White, Energy = 30 TeV
Black, Energy = 50 TeV
White, Energy = 50 TeV

Distance from the shower core [m]

0 20 40 60 80 100
p

e
µ

2
10

3
10

4
10

Black, Energy = 3 TeV
White, Energy = 3 TeV
Black, Energy = 10 TeV
White, Energy = 10 TeV
Black, Energy = 30 TeV
White, Energy = 30 TeV
Black, Energy = 50 TeV
White, Energy = 50 TeV

Figure 2. Average number of PE (µpe ) observed for 3” PMT (left) and 8" PMT (right) with black and white
tanks as a function of distance from the shower core for different energies.
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Figure 3. Ratio of the RMSs (see Section 3.1) for white/black tanks for 8” PMT as a function of distance from
the shower core for different energies (E).

3.2 Simulations for Likelihood Core Fit Method

To constrain the core location of the multi-TeV γ-ray showers falling outside the main HAWC array
a likelihood core fitter is being developed. In Figure 4 we can see that a core resolution of < 10 m is
achieved by just using the outriggers for energies > 10 TeV and for zenith angle up to 30◦. In addition,
this likelihood method also constrains the shower energy and depth of the shower maximum. In the
next step, this likelihood fit method for the outriggers will be merged with the one for the main array
to ultimately improve the core resolution for multi-TeV showers.
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Figure 4. The core resolution obtained with a likelihood fit in comparison with the center of gravity of the signal
for different zenith angles (Zang). The vertical dashed lines represent the binning in the energy range. The points
in each of these energy bins correspond to the 68% containment of the core resolution distribution.

4 Current Status of the Outrigger Array
The deployment of the outrigger array has already started. FALCON electronics is being used to
take the data from the first set of outriggers installed at the HAWC site. Integration of the FALCON
readout with the central DAQ is ongoing and will be finished soon. A complete outrigger array will
be fully operational by the end of the next year.
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Sun with Fermi Large Area Telescope during the first 7 years
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Abstract. The high energy gamma-ray emission from the quiescent Sun is due to the
interactions of cosmic ray (CR) protons and electrons with matter and photons in the
solar environment. Such interactions lead to two component gamma-ray emission: a
disk-like emission due to the nuclear interactions of CR protons and nuclei in the solar
atmosphere and a space extended emission due to the inverse Compton (IC) scattering
of CR electrons off solar photons in the whole heliosphere. The observation of these
two solar emission components may give useful information about the evolution of the
solar cycle by probing two different CR components (proton and electrons) in regions not
directly accessible by direct observations. We present the results of the observations of the
Sun with Fermi-LAT in the first 7 years on orbit, with the exception of the flaring periods.
Significantly large photon statistics and improved processing performance with respect to
previous analysis allow us to explore both components of the emission in greater details
and perform better comparisons of data with current models of the IC component. This
allows us to probe CR electrons in the inner heliosphere which is not possible by other
methods. Moreover, the longer period of observations allows us to study the variations of
the emission between the maximum and the minimum of the solar cycle.

1 Introduction

The high energy gamma-ray emission from the quiescent Sun is due to the interactions of cosmic ray
(CR) protons and electrons with matter and photons in the solar environment. Such interactions lead
to two component gamma-ray emission: a disk-like emission due to the nuclear interactions of CR
protons and nuclei in the solar atmosphere and a space extended emission due to the inverse Comp-
ton (IC) scattering of CR electrons off solar photons in the whole heliosphere [1] [2] . While the IC
emission is brightest in the region within a few degrees from the Sun, even at larger elongation angles
it can be comparable in intensity to the isotropic (presumably extra-galactic) gamma-ray background
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Figure 1. Left: Photons counts map of the solar emission components above 10 GeV. Right: Sun events as a
function of the angular distance from the Sun, for different energy thresholds. From top to bottom: Emin=0.5 GeV,
1 GeV, 5 GeV, 10 GeV.

[3]. The flux for both components of the CR-induced emission is expected to change over the solar
cycle due to the change of the heliospheric flux of the Galactic CRs in anticorrelation with the varia-
tions of the solar activity. The observation of these two solar emission components may give useful
information about the evolution of the solar cycle by probing two different CR components (proton
and electrons) in regions not accessible by direct measurements.

2 Data Selection and background

In our analysis we have evaluated the gamma-ray flux from the Sun using the data collected by the
Fermi LAT in the first 7.5 years of operation from 2008 August 4 up to 2015 December 31. The
data set used is much larger than the previously published [4], moreover the data are reprocessed
with the new Pass 8 reconstruction and event-level analysis that is a comprehensive revision of the
entire analysis chain and provides improved processing performance with respect to previous anal-
ysis: wider energy range, larger acceptance, better Point Spread Function (PSF), better background
rejection, better control of systematic uncertainties [5] . We select events in an energy range between
100 MeV and 30 GeV in a region of interest (ROI) of 20◦ centered on the Sun position. To reduce the
contamination by the albedo gamma-ray emission coming from CR interactions in the Earth’s upper
atmosphere our selection is refined by selecting events with zenith angles <100◦. To reduce the sys-
tematic uncertainties due to bright gamma-ray emission from the Galactic plane we exclude the data
taken when the Sun was within 30◦ of the plane. We further excluded the periods when the Sun was
within 20◦ from the Moon or any other bright celestial source with integral flux F ≥2×10−7cm−2s−1

above 100 MeV, as reported in the 3FGL catalog [6]. Since solar flares gamma rays are known to
be produced directly from nuclear interactions of accelerated protons and heavier ions we remove all
flaring periods observed from the considered data set in order to focus on the quiet component of the
sun emission . Because the Sun is a moving source, the analysis of its emission requires a special
treatment, so the data are selected in a moving frame centered on the instantaneous solar position.
Fig. 1 shows a Sun-centered counts map of the solar emission components above 10 GeV and the
Sun events as a function of the elongation angle for different energy thresholds (from top to bottom,
Emin=0.5 GeV, 1 GeV, 5 GeV, 10 GeV). The peak corresponds to the disk events in the centre of the
reference frame (θ=0, where θ is the elongation angle). The correct evaluation of the background in
the region around the Sun is of considerable importance for the analysis of the weak extended IC emis-
sion. The latter is expected to decrease with ∼1/θ [1]. The background is mainly due to the diffuse
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Figure 2. Left: Right: Number of events vs. angular distance from the Sun, for the full data sample (red) and for
the off-time source sample (blue). Right: Spectral energy distribution of the two solar components: Sun IC (top,
black line), Sun disk (bottom, red line).

Galactic and isotropic (presumably extra-galactic) gamma-ray emission averaged along the ecliptic
and to weak point sources. The background is estimated with the trial off-time source method where
an off-time source follows the path of the real source but at different times and at 90◦ distance (same
path at different times). Fig. 2 left shows the distribution of the events for both background and sun
samples centered on the solar position, as a function of the angular distance from the fake-sun and the
sun respectively. While for the solar centered data set the number of events increases considerably for
small elongation angles, the fake-Sun profile is flat. The two distributions overlap at distances larger
than 20◦ where the signal becomes insignificant.

3 7-year analysis results
The full data sample has been modeled fitting the background determined with the off-time source
method and masked near the solar disk, with the two emission components from the Sun. The disk
emission is modeled as a point-like source with a Log Parabolic energy spectrum, while for IC emis-
sion a model undependent approach is used. The extended IC emission is made up of a parametric
energy spectrum and a generic 1/θ radial dependence fitted on data, where θ is the angular distance
from the Sun. Then, the Sun-centered maps are analyzed using a binned maximum likelihood tech-
nique developed in Fermi-LAT Science Tools (version v11r03p0). The analysis performed gives a
significant detection and separation of the disk and of the IC extended component. Fig.2 right shows
the spectral energy distribution (SED) for all solar components evaluated in the first 3 years of Fermi-
LAT data taking. The disk component is well fitted by a Log Parabola with an integral flux above 100
MeV of (1.93 ± 0.07)×10−7ph cm−2s−1 while we have fitted the IC component with a broken power
law resulting in an integral flux above 100 MeV of (2.02 ± 0.02)×10−6ph cm−2s−1sr−1. As already
found in [4] the highest energy points show an excess with respect to model prediction. This result is
being carefully investigated on the entire data set period in order to clarify this discrepancy.

4 Modulation
Gamma-ray flux measurements depend on the 11-year solar cycle. The maximum in the solar activity
corresponds to the minimum CR flux and vice versa. Solar activity reached its maximum in 2014 after
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a period of minimum in the first years of Fermi-LAT data taking. The effect of solar modulation has
already been observed analyzing the lunar gamma-ray emission [7]. We are investigating the effects
of the solar activity on the fluxes of the two components of the Sun emission. On the basis of the first
results, the disk component shows a clear trend in anticorrelation with the solar activity, as expected.
The analysis on the IC component is still being investigated but we expect to find a dependence with
the solar modulation as well.

5 Conclusions

We have analyzed a 7.5-year data sample of Fermi-LAT observations centered on the solar position
using the new Pass8 processing performance. We have used a simplified model that takes into account
the background separately evaluated and two emission components from the Sun. The first component
from the Sun is a pointlike emission from the disk resulting from the interaction of cosmic rays protons
and nuclei with the solar atmosphere . The second contribution comes from the IC scattering of CR
electrons and positrons scattering off solar photons in the heliosphere and appears as an extended
halo around the Sun. The behavior of the IC spectrum as a function of distance from the Sun is as
expected. The solar modulation effect is currently still under investigation, though the first results
confirm a clear anticorrelation trend.
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Abstract. Observations of gamma rays up to several 100 TeV are particularly important
to spectrally resolve the cutoff regime of the long-sought Pevatrons, the cosmic-ray PeV
accelerators. One component of the TAIGA hybrid detector is the TAIGA-HiSCORE
timing array, which currently consists of 28 wide angle (0.6 sr) air Cherenkov timing
stations distributed on an area of 0.25 km2. The HiSCORE concept is based on (non-
imaging) air shower front sampling with Cherenkov light. First results are presented.

1 Introduction

The current generation of Imaging Air Cherenkov Telescopses (IACTs, e.g. H.E.S.S., MAGIC, and
VERITAS) allowed the detection of more than 150 sources of very high energy (E>100 GeV) gamma
rays [1]. The IACT technique is also used for the planned Cherenkov Telescope Array CTA [2]. Given
the quick drop in flux with increasing energy, very large instrumented areas are required to access the
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ultra high energy (UHE, E>10 TeV) regime. A cost effective method for the instrumentation of large
areas with a wide field of view is the (non-imaging) shower-front timing technique. The weak point -
a poor gamma-hadron separation towards low energies - can be compensated by a hybrid combination
with a small number of small sized IACTs, such as currently implemented by the TAIGA (Tunka
Advanced Instrument for Gamma ray and cosmic-ray Astrophysics) experiment [3, 4].

The main astrophysical motivation of TAIGA is the measurement of the cutoff regime of known
Galactic sources. Some of these sources might be cosmic-ray Pevatrons, i.e. cosmic-ray accelerators
reaching up to the knee energies (around 3 PeV proton energy). For more details see [5, 6].

2 First results from the TAIGA timing array HiSCORE

The experiment: TAIGA currently consists of 28 timing stations distributed over an area of 0.25 km2 in
the Tunka valley in Siberia (see Fig. 1). This array is an implementation of the HiSCORE wide-angle
timing array concept [7]. Each of the 28 existing TAIGA-HiSCORE stations consists of four 8 inch-
photomultiplier tubes (PMTs), equipped with light concentrators, resulting in 0.5 m2 light collection
area per station, and a field of view of 0.6 sr. The DAQ is based on fast GHz signal sampling [8].
Two independent time-calibration methods were sucessfully employed, reaching the required sub-ns
accuracy [8, 9]. The primary event parameters are reconstructed using signal timing and the amplitude
[9–11]. Additionally, a small IACT (4.75 m dish diameter) is currently in commissioning and will be
operated using a new hybrid approach, combining imaging and timing (see e.g. [12] and [13, 14]).
The sensitivity of the current timing array alone is shown as a solid line in Figure 2. For comparison,

Figure 1. Left: photo-
graph of 3 TAIGA timing
array stations and their elec-
tronic boxes. Right: TAIGA
timing array layout since
2014. The timing stations
(previously HiSCORE) are
shown in blue along with
the Tunka-133 cosmic-ray
array (black).

also the sensitivity of the combined TAIGA array is shown. More details on TAIGA and the new
hybrid observation mode are given in [12].

Data-MC verification: from October 2015 to February 2016, 250 h of observation time were
taken, containing 107 air shower events. The individual station trigger rate (8 to 12 Hz), as well as the
4-station-coincidence array rate (10 to 18 Hz) could be verified using MC simulations, which repor-
duce the observed rates using a single station threshold of about 250 p.e. This translates to an energy
threshold of 50 TeV. Further studies could verify the validity of the observed station multiplicity per
event, as well as the angular resolution. The latter was studied using the chessboard method, dividing
the array in subarrays, each providing a reconstructed event direction. The angular difference α be-
tween the reconstructed directions depends on the reconstruction quality and the number of stations
used in each subarray. Applying this analysis to both, real data and (proton) MC simulations, the
reconstruction quality of the current setup could be verified (see Fig. 3). The value of the angular
resolution for gamma rays is 0.4◦ at threshold and below 0.2◦ above 100 TeV, as predicted in [11].
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Figure 2. The sensitivity (after 200 h for the timing
array and 50 h for the TAIGA IACTs) of the current
0.25 km2 TAIGA timing array (HiSCORE) and the
planned hybrid stage, consisting of an extension
of the timing array to 0.6 km2 in combination with
two IACTs. In dotted red, the sensitivity is shown
for 5 km2, including 10 IACTs. TAIGA curves are
based on simulations and reconstruction methods
presented in [7, 10, 11, 13]. A parametrization of
the Crab Nebula flux by [15] is shown as a solid
grey line. Figure adapted from [6], see references
therein.

Crab Nebula data: using a standard ring background estimation method on blinded real data,
the field of view was found to be free of artifacts of positive or negative fluctuations in excess of
what is statistically expected for the test region of 10◦ × 10◦. Performing the same analysis on the
position of the Crab Nebula, a weak excess was found. Up to now the analysis was done without
cut optimizations nor gamma-hadron separation. The observations are compatible with reasonable
Crab Nebula flux extrapolations to higher energies and an instrumented area of 0.25 km2. We expect
to reach better sensitivity optimizing the analysis, increasing the area as planned, and combining the
timing array with IACTs.

A first source, the ISS: a recent serendipitous discovery, opens up opportunities for calibration and
possibly different physics. Three intervals of ∼ 1 s duration with extremely high array trigger rate (few
kHz as compared to the usual 15 Hz array rate) were found from November to February. These data
are compatible with a 4 kHz periodic light source, and are best described by a plane-wave time front
shape, strikingly different from air shower events with a curved shower front. The reconstructed event
directions are coincident with the trajectory of the International Space Station (ISS), passing almost
vertically over the TAIGA observation site (see Fig. 3). As the strong light source, we identified the
CATS-LIDAR [16] onboard the ISS, emitting ∼1 mJ at a wavelength of 532 nm at 4 kHz, and pointing
almost vertically downwards at a few-degree inclination. This ISS light source is an interesting object
for TAIGA calibration and atmospheric light scattering studies. Also other air Cherenkov installations
like IACTs could benefit from this light source. A detailed analysis is underway.

3 Summary

As a part of the hybrid TAIGA array, the TAIGA timing array, based on the HiSCORE concept, is
currently being operated with a total instrumented area of 0.25 km2. First studies of real data and com-
parisons to MC simulations show that the detector is reasonably well understood. While observations
are compatible with expectations, in the current stage, no significant excess can be expected from
the Crab Nebula. An unexpected result was achieved very recently, with the detection of a LIDAR
onboard the ISS, which can be used for calibration measurements or other studies in future.
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Figure 3. Left: angular resolution study with the chessboard method (see text), applied to data
(black) and MC (red). Right: HiSCORE events (circles) reconstructed for the ISS passage on
5.2.2016 (color coded for registration time). The ISS track is calculated from NORAD ISS-TLE.
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Abstract. While supernova remnants (SNRs) are widely thought to be powerful cosmic-
ray accelerators, indirect evidence comes from a small number of well-studied cases.
Here we systematically determine the gamma-ray emission detected by the Fermi Large
Area Telescope (LAT) from all known Galactic SNRs, disentangling them from the sea of
cosmic-ray generated photons in the Galactic plane. Using LAT data we have character-
ized the 1-100 GeV emission in 279 regions containing SNRs, accounting for systematic
uncertainties caused by source misattribution and instrumental response. We classified
30 sources as SNRs, using spatial overlap with the radio emission position. For all the
remaining regions we evaluated upper limits on SNRs’ emission. In the First Fermi-LAT
SNR Catalog there is a study of the common characteristics of these SNRs, such as com-
parisons between GeV, radio and TeV quantities. We show that previously satisfactory
models of SNRs’ GeV emission no longer adequately describe the data. To address the
question of cosmic ray (CR) origins, we also examine the SNRs’ maximal CR contribu-
tion assuming the GeV emission arises solely from proton interactions. Improved breadth
and quality of multiwavelength (MW) data, including distances and local densities, and
more, higher resolution gamma-ray data with correspondingly improved Galactic diffuse
models will strengthen this constraint.

1 The SNR catalog

Using three years of LAT data starting from 279 SNRs’ radio spatial information [1] we detected
102 candidates with a significance above 5σ. 36 of them passed our spatial association probability
threshold. For those sources we evaluated their spectral and spatial characteristics with systematic
and statistical uncertainties. The latter are obtained summing in quadrature the uncertainty in the
effective area and the effects of changing the interstellar emission model (IEM), which accounts for
γ-rays produced by CR interactions with interstellar gas and radiation fields in the Milky Way. We
used eight alternative IEMs from [5] for more details see appendix B of [2] and [3].

Of these 36, 30 SNRs show significant emission for all alternative IEMs and are classified as
likely GeV SNRs. Of the remaining six, four were identified as sources which are not SNRs; while
the other two candidates were considered marginal candidates due to their dependence on the IEM.
Of the 30 sources likely to be GeV SNRs, 17 show evidence for extension (TSext > 16). Only sources
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associated with SNRs G34.7−0.4 and G189.1+3.0 are fit with logP spectra instead of the usual power-
law (PL) spectra. Of the classified candidates, four extended and 10 point SNRs are new. Other 14
sources are marginally classified. The observed photon flux range goes from ∼ 7 × 10−10 ph cm−2s−1

to ∼ 7 × 10−8 ph cm−2s−1, while the PL index range goes from 1.5 to ∼ 4.0.
We, also, evaluated the chance of spatial coincidence probability using a mock catalog for both the

candidates and the marginally classified candidates. We reported also 245 bayesian [4] upperlimits
(UL) for all the non detected radio SNRs.

2 Multiwavelength correlations

We have studied the relationship between the newly measured GeV indices and radio and TeV spectral
indices from literature, as shown in Fig. 1. Nearly all candidates have γ-ray photon indices that are
softer than predicted given their radio spectra, regardless of the possible GeV emission mechanisms.
The three young SNRs in blue are consistent with a single underlying particle population, and it has
been suggested inverse Compton emission (dashed line in the figure) at GeV energies. The observed
soft GeV spectra relative to the radio has several potential explanations. The underlying leptonic
and hadronic populations may have different PL indices. The emitting particle populations may may
follow a broken PL or even differing spectral shapes. Or, there may be different zones with different
properties dominating the emission at different wavelengths.

Six of the ten SNR candidates have TeV indices softer than their GeV indices, while three have
GeV and TeV indices consistent with each other, within statistical and systematic errors, as shown in
Fig. 1. Such a change of the spectral index from GeV to TeV suggests that another particle population
may dominate at higher energies or that the emission mechanism may change between the GeV and
TeV regimes.

3 Constraining Cosmic Ray acceleration

SNRs have long been held the most promising candidate sources of Galactic CRs, capable of sup-
plying the flux observed at Earth if their efficiency in accelerating CR protons and nuclei stands
between ∼ 5 − 10%. In this section we would like to understand if our detected SNR population
is compatible with the observed CRs flux and spectra. In the following, we assume that the γ-ray
emission from SNRs probed with LAT entirely arises from the interaction of CR protons and nuclei
with the surrounding ISM or circumstellar medium through the production and subsequent decay of
π0. Given that two other emission mechanisms involving accelerated leptons, namely non-thermal
bremsstrahlung and inverse Compton scattering, could also contribute in the γ-ray domain, the con-
straints derived from the LAT measurements should be considered as upper limits on the CR energy
content in SNRs. As seen in [2] and references therein the expected γ-ray flux is nearly independent of
the CR maximal energy as long as ECR,max ! 200 GeV and ΓCR ! 2. In this case, it can conveniently
be approximated using the following expression:

F(1 − 100 GeV) ≈ f (ΓCR) ×
ϵCR

0.01
×

ESN

1051 erg
×

n
1 cm−3 ×

(
d

1 kpc

)−2

× 10−9 cm−2 s−1 (1)

where f (ΓCR) is such that f (2.0) = 2.06, f (2.5) = 1.07, and f (3.0) = 0.34. Using in the previous
equation the γ-ray flux, density and distance of each SNR we can determine its maximal CR energy
content ECR as shown in Fig. 2. Distances and effective densities are taken from the literature when
available, see [2]. We use the canonical value of 1051 erg for ESN.
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Figure 1: Open circles indicate extended SNRs while filled circles indicate point-like sources. All
SNRs that passed classification criteria are shown as black unless also classified as young non-thermal
X-ray SNRs (blue) or as interacting with molecular clouds (red). Marginally classified candidates
which did not pass classification but still had both fractional overlaps > 0.1 are grey. If they are also
young or interacting, they are outlined in blue or red, respectively. Statistical error bars have caps;
error bars without caps present the systematic error. Ticks along the right hand side of the right plot
show the 1 − 100 GeV photon indices of those SNRs without reported radio or TeV spectral indices.
Left: Comparison of radio spectral index, α, and GeV photon index, Γ. The expected correlations for
π0 decay or e± bremsstrahlung (solid) and inverse Compton (dashed) are plotted. Right: GeV index
compared to published TeV spectral indices. The line corresponds to equal index values.

As is clearly visible for the first two subclasses of SNRs, the estimates and upper limits on the CR
energy content span more than three orders of magnitude, from a few×1049 erg to several×1052 erg.
For the interacting SNRs that lie above the ϵCR = ECR/ESN = 1 dashed line, the densities experienced
by the CR particles in the molecular cloud interaction region are likely much larger than those used
in this analysis. Interacting candidates’ lying above this limit suggests that they are likely the sites
of hadronic interactions in dense environments. In contrast, most of the young SNRs lie at or below
this luminosity limit, suggesting that IC processes may contribute to their measured luminosity. New
information about distances and densities can give us further insight on the possibility of known SNRs
to provide the observed galactic CRs. The usual assumption of ϵCR = 0.1, required for the Galactic
SNR population to supply the CR flux observed at Earth, is compatible with the results of the Fermi-
LAT SNR catalog, for more details see [2].

4 Conclusion

In this work we have studied all known radio SNRs in the γ-ray band and the correlation of our results
with spectral and spatial information from radio and TeV bands. This was done in order to understand
if the underlying CR population, possibly responsible of these emission, is the same and has the same
spectral characteristics. Within the limits of existing MW data, our observations generally support
previous findings of changes in spectral slope at or near TeV energies and a softening and brightening
in the GeV range with age, yet we see indications that new candidates and new MW data may provide
evidence of exceptions to this trend.
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Figure 2: Estimates of the CR energy content for all Galactic SNRs, divided into three categories each
sorted by Galactic longitude: SNRs with existing distance and density estimates (upper left panel);
SNRs with known distances (upper right panel); and SNRs with unknown distance and density (lower
panel).The two dashed lines indicate a CR energy content of 10 and 100% of the standard supernova
(SN) explosion energy.

We find, also, that the limits on CR energy content span more than three decades, including many
interacting candidates for which the densities in the interaction regions are much greater than the
nominal density assumed in the calculation, and young candidates with efficiencies below the nominal
∼ 10%, consistent with possible leptonic emission predictions (e.g. IC). The contribution from all
SNRs, particularly those with flux upper limits, constrains the energy content put into CRs from the
known SNRs to less than 10%, particularly in regions of well characterized IEM background. We find
that the candidates and upper limits are generally within expectations if SNRs provide the majority of
Galactic CRs.
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Abstract. Since its launch in 2008, the Fermi Gamma-ray Burst Monitor (GBM) has

triggered and located on average approximately two gamma-ray bursts (GRBs) every

three days. Here we present the main results from the latest two catalogs provided by the

Fermi-GBM science team, namely the third GBM GRB catalog [1] and the first GBM

time-resolved spectral catalog [2]. The intention of the GBM GRB catalog is to provide

information to the community on the most important observables of the GBM detected

bursts. It comprises 1405 triggers identified as GRBs. For each one, location and main

characteristics of the prompt emission, the duration, the peak flux and the fluence are

derived. The GBM time-resolved spectral catalog presents high-quality time-resolved

spectral analysis with high temporal and spectral resolution of the brightest bursts ob-

served by Fermi GBM in a shorter period than the former catalog, namely four years.

It comprises 1491 spectra from 81 bursts. Distributions of parameters, statistics of the

parameter populations, parameter-parameter and parameter-uncertainty correlations, and

their exact values are obtained.

1 The third GBM trigger catalog

From July 12th, 2008 to July 11th, 2014, GBM triggered on 3350 transient events. The left panel of
Figure 1 shows the quarterly statistics over the aforementioned period, highlighting different sources
with different colors. The total number of detected GRBs is 1404. From this number we can derive
the six year average GRB rates, namely (0.662 ± 0.018) day−1 or (242 ± 7) yr−1. The GRB sky
distribution in celestial coordinates is also shown in Figure 1. There are 1176 long GRBs (T90 > 2
s, black dots) and 228 short GRBs (blue asterisks). The isotropic distribution of long and short GRB
arrival directions is evident. The lower fraction of GBM short GRBs (20.7%) compared to the one
measured by BATSE (24%) is due to an excess of long events detected by GBM’s longer timescale
trigger algorithms.

1.1 The GRB catalog analysis – Main steps

1) Burst localization The distribution of systematic uncertainties in GBM positions is well repre-
sented (68% c.l.) by a Gaussian of standard deviation 3.7o with a non-Gaussian tail that contains
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Figure 1. On the left: Quarterly trigger statistics over the first six years of the GBM mission. The different types

of events triggering GBM are classified as shown at the top. On the right: Sky distribution of GBM-triggered

GRBs during the first six years in celestial coordinates (RA and Dec). Crosses indicate long GRBs and asterisks

indicate short GRBs. Also shown are the GBM GRBs simultaneously detected by Swift (red squares).

about 10% of GBM-detected GRBs and extends to approximately 14o [3]. Moreover, probability
maps are produced for every burst through convolution of the statistical uncertainty with the best
current model for the systematic errors. The maps reflect the occasional noncircular shape of the sta-
tistical uncertainty region as well as its area.
2) Detector Response Matrix (DRM) production DRMs are generated using the General Response
Simulation System [4] and are routinely delivered to the Fermi Science Support Center1.
3) GRB Duration, Peak Flux and Fluence computation GRB T50 and T90 durations are com-
puted through an automatic batch fit routine implemented within the spectroscopy software package
RMFIT2. They represent the intervals between the times where the burst has reached 25%/5% and
75%/95% of its maximum fluence in the 50–300 keV energy range. Fluences are computed in two
energy ranges, namely 50–300 keV and 10–1000 keV. Peak fluxes in the same energy ranges are given
for three timescales (64, 256, and 1024 ms).

1http://heasarc.gsfc.nasa.gov/FTP/fermi/data/gbm/bursts
2http://fermi.gsfc.nasa.gov/ssc/data/analysis/user/

Figure 2. On the left: Distribution of GRB T90 durations in the 50–300 keV energy range. Also, shown separately

are the lognormal fits to long and short GRBs. On the right: Classification based on the hardness–duration

diagram. Colors indicate their group membership (red: on average short/hard, blue: on average long/soft).

Ellipses show the best-fitting multivariate Gaussian models.
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1.2 The GRB catalog – main results

The left panel of Figure 2 shows the distributions of GBM durations. This is consistent with a bimodal
distribution and it was verified by various independent analyses, namely trough (1) a model-based
clustering method with lognormal model components [5]; (2) Monte Carlo simulations; and (3) a
Bayesian Dirichlet mixture model [6]. The median T90 durations are 26.62 s and 0.58 s for long
and short bursts, respectively. The right panel of Figure 2 shows the hardness–duration diagram. It
is consistent with two clusters: the short/hard group and the long/soft group. This was verified by
independent analysis as was done for the duration distribution.

2 The first GBM time-resolved spectral catalog

Since the time-resolved spectral analysis requires bright bursts with sufficiently high signal-to-noise
spectra, we applied following selection criteria to the bursts detected by GBM in the first four years
(954 GRBs): energy fluence f > 4 × 10−5 erg cm−2 and/or peak photon flux Fp > 20 ph s−1cm−2

(in either 64, 256, or 1024 ms), both in the 0.01–1 MeV energy range. Moreover, we required the
presence of at least five time bins in the light curves when binned with signal-to-noise ratio = 30.
81 bursts satisfy these criteria (with only 1 short GRB 120323A). In the end, we obtained 1802 time-
resolved time bins and spectra, which were analyzed with RMFIT considering four different empirical
fit models, namely the Band function, the smoothly broken power law (SBPL), the cutoff power law
(COMP) and the simple power law (PL). Among all fitted spectra, we further selected the “BEST”

Figure 3. Distributions of the BEST sample spectral parameters: the low-energy spectral index α, the high-energy

spectral index β, the peak photon energy Ep and the break energy Eb.
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model sample adopting following criteria: that the relative error σQ/Q ≤ 0.4 for each parameter Q of
a model and that σα ≤ 0.4 and σβ ≤ 1.0 for models that have two PL indices. 1491 spectra satisfy
these criteria, and the distributions of the BEST sample spectral parameters are shown in Figure 3.

2.1 Discussion of the main results

We can summarize the main results of the time-resolved spectral analysis as follows. (1) The preferred
model (in 69% of cases) is the COMP one. A possible reason might be a bias due to poor count statis-
tics at high energies. However, GRBs in the LAT FoV which remain undetected show that upper limits
are usually inconsistent with the GBM fit Band function’s β, extrapolated to the LAT energy range.
This might indicate a real manifestation of GRB physics. (2) There are no significant deviations of the
distributions of fit parameters from those observed in the Fermi GBM GRB time-integrated spectral
catalogs. The comparison of averaged time-resolved parameters to time-integrated ones shows that
averaged time-resolved α and Ep are harder than time-integrated ones. (3) We observed the widening
of time-integrated spectra with respect to the time-resolved ones (see also [7, 8]). This effect might
be caused by the time-integrated analysis, and this might lead to incorrect physical interpretations.
(4) We performed a search for plausible blackbody components in time-resolved spectra, adding sim-
ulations on individual bursts. Unfortunately, only three GRBs out of the whole sample show extra
blackbody components in multiple time bins.
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Abstract. The Fermi bubbles are one of the most remarkable features in the gamma-ray
sky revealed by the Fermi Large Area Telescope (LAT). The nature of the gamma-ray
emission and the origin of the bubbles are still open questions. In this note, we will
review some basic features of leptonic and hadronic modes of gamma-ray production.
At the moment, gamma rays are our best method to study the bubbles, but in order to
resolve the origin of the bubbles multi-wavelength and multi-messenger observations will
be crucial.

1 Introduction

The Fermi bubbles were originally discovered as a spherical gamma-ray haze emission [1] in a search
for a gamma-ray counterpart of the microwave haze detected in the Wilkinson Microwave Anisotropy
Probe (WMAP) data [2]. With more gamma-ray data, sharp boundaries of the bubbles were resolved
at about 55◦ above and below the Galactic center [3]. The bubbles occupy a solid angle ∼ 1 sr, which
is approximately equal to the area of a square of 3 meters on a side at a distance of 3 meters, i.e., about
the solid angle of an elephant standing in a room. The spectrum of the bubbles is ∼ E−2 between 100
MeV and 100 GeV [3, 4] with a cutoff or significant softening above 100 GeV [4].

Possible origin of the bubbles includes cosmic ray (CR) acceleration by the supermassive black
hole (SMBH) at the center of our Galaxy Sgr A* [3], a period of starburst activity, or an accumulation
of CR for a long time from the regular star formation near the Galactic center (GC) [5]. In the latter
case, a special arrangement of magnetic fields, e.g., magnetic draping, is necessary to keep the CR
from escaping the Galaxy. Examples of bubble-like structures in other Galaxies include a pair of jets
in Centaurus A, which is also discovered as an extended gamma-ray source [6], and a star-bust activity
in the M82 galaxy. To understand the origin of the bubbles, it would be useful to know the gamma-
ray production mechanism: whether the gamma-rays are produced in interactions of hadronic CR
with interstellar gas or by inverse Compton (IC) scattering of high energy electrons with interstellar
radiation fields.

2 Leptonic emission models

The spectrum of the bubbles can be relatively easily explained with IC gamma rays produced by scat-
tering of interstellar radiation photons and high energy CR electrons. The spectrum of the electrons
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can be represented as a power law with an index −2.2 and an exponential cutoff at 1.25 GeV [4].
There is a tentative association of the Fermi bubbles emission with the microwave haze observed in
the WMAP [2] and Planck [7] data. For a magnetic field ≈ 8.4µG [4], the microwave haze can be
explained by the same population of electrons that produce the gamma-ray emission. Although the
intensity of gamma-ray emission from the bubbles is approximately uniform up to |b| ≈ 55◦ while the
microwave haze intensity decreases significantly above |b| ≈ 35◦, the difference in the morphology
of the gamma-ray and the microwave emission can be explained by a decrease in the magnetic field
further away from the Galactic plane [8].

The total gamma-ray luminosity of the Fermi bubbles Lbbl ≈ 4×1037erg/s. The power of injection
of CR electrons should be ! Lbbl. Upscattering of cosmic microwave background (CMB) photons to
a few GeV energies requires electron energies ∼ 1 TeV (Eγ = 4/3hνγ2, where hν ≈ 2.4× 10−4 eV and
γ ∼ 2 × 106). Since the cooling time of a 1 TeV electron is about 1 Myr = 3 × 1013 s, the total power
contained in electrons above 1 TeV is ∼ 1051 erg. Integrating the electron CR spectrum above 1 GeV
gives ≈ 1052 erg [4]. Dividing by an approximate volume of the bubbles, one can derive the energy
density of the CR electron population. Around 1 TeV, it turns out to be a factor of 2 to 3 larger than
the local energy density of CR electrons [4], while around 100 GeV the energy density of electrons
inside the bubbles is about the same as the local energy density.

The possibility to explain the Fermi bubbles together with the microwave haze by the same pop-
ulation of electrons is very appealing, one difficulty of the leptonic interpretation of the gamma-ray
emission is the necessity to have electrons of 1 TeV energies around 10 kpc away from the Galactic
plane (GP). If the electrons were produced near the GC, then, with the cooling time of " 1 Myr, the
velocity of their transport to high latitudes should be at least 10 kpc/1 Myr ≈ 104 km s−1. Since this
velocity is much larger than the speed of sound in the plasma around the GP, one would expect to see
a shock front at the boundary of the bubbles, but no such shock front has been observed. Moreover,
the observed velocities of gas outflow in the direction of the bubbles are " 103 km s−1 [9] . A possible
solution is that the electrons are (re)accelerated via the 2nd order Fermi acceleration mechanism by
the sound waves left behind a shock front that may have existed as the bubbles were forming [10] or
from a series of shocks expanding from the Sgr A* [11].

Overall, leptonic model offers natural explanations for the gamma-ray spectrum of the bubbles and
for the possibly associated microwave emission. The uniform spectrum of the bubbles as a function
of latitude can be explained with re-acceleration of electrons by an ensemble of shock waves inside
the bubbles.

3 Hadronic emission models

The second possible explanation of the gamma-ray emission from the Fermi bubbles is the interactions
of high energy CR hadrons with the interstellar gas. The density of gas above a few hundred parsecs
is at least a 100 times smaller than the density of gas in the GP, the energy density of CR required
to explain the emission from the bubbles (which is about 10 - 30 times smaller than the gamma-ray
emission from hadronic interactions in the GP above 10 GeV) is 3 - 10 times larger than the CR
density in the GP above 100 GeV [4]. The spectrum of CR protons that can explain the gamma-ray
spectrum of the bubbles is ∼ E−2 with a cutoff around 10 TeV. There is a slight tension of the primary
gamma-ray spectrum with the observed spectrum of the bubbles around 100 MeV due to the pion
cutoff. This tension can be easily resolved if one takes into account secondary IC emission from the
electrons and positrons produced in the hadronic interactions together with the primary gamma rays.
However, the spectrum of the secondary leptons is too soft to explain the microwave haze [4]. Since
IC gamma rays above 100 MeV are mostly produced by leptons with E ! 100 GeV up-scattering
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CMB photons, while the microwave haze is produced by electrons with energies " 30 GeV for a
magnetic field ! 5 µG, one needs a population of electrons below 100 GeV with a hard spectrum to
explain the microwave haze in addition to the secondary leptons in hadronic interactions.

Integrating the energy density of CR hadrons over the volume of the bubbles, one gets the total
energy contained in CR protons above 1 GeV of 3 × 1055 erg (for the gas density of 0.01 cm−3).
Assuming the scattering cross section of 30 mb, the characteristic interaction time is 3 × 109 yr, i.e.,
unless there is a mechanism to keep the protons inside the bubbles for several billions of years, the
majority of protons will escape the bubbles without interacting. If there is a magnetic draping on the
boundary of the bubbles, it can reflect the protons back into the volume of the bubbles and prevent
the escape. In this case the energy density of the CR can be obtained by accumulating the output in
CR from about 3 × 105 supernovae (SN) assuming that a characteristic kinetic energy of a SN shell
is 1051 erg and efficiency of CR acceleration is 10% (see, e.g., discussion in [5]). This can be easily
accumulated over ∼ billion of years assuming a SN rate in the inner part of the Galaxy ∼ 1 kyr−1.

If we divide, the total energy in CR to the volume of the bubbles (e.g., assuming that the bubbles
consist of two spheres with 5 kpc radii), then we get the energy density in CR of ∼ 1 eV cm−3. This
energy density can be compared to the kinetic energy density of plasma in the halo around the GP
ρ ≈ 0.0035 cm−3 and kT ∼ 340 eV [12], which gives Wplasma ∼ 1.5 eV cm−3. The conclusion is that
the kinetic energy of the CR is sufficient to push away the plasma and create a cavity that may be
observed in X rays. The energy of CR electrons in leptonic scenario ∼ 1052 erg is at least three orders
of magnitude smaller than the energy density of CR protons. As a result, one should not expect to see
such cavity in leptonic models.

Although no clear cavity has been observed in ROSAT data, there are preliminary signs of emis-
sion measure change across the boundary of the bubbles with pointed observations by Suzaku [13].
The presence of the cavity may be confirmed or excluded by the future more sensitive all-sky X-ray
survey with eROSITA.

4 Models of Fermi bubbles creation

The two most popular models of creation of the bubbles are an active galactic nucleus (AGN)-like
activity of the SMBH Sgr A* at the center of our Galaxy and a starburst near the GC. Numerical
simulations show that the bubbles can be inflated by two jets emitted from the SMBH [14–16], as
well as by a spherical outflow, shaped into the bubbles by molecular clouds around the GC [17].

Since gamma-ray data have no jet-like structure associated with the bubbles, one has to rely on ex-
ternal data to distinguish AGN jets or an outflow from a starburst-driven wind as the main mechanism
that has created the bubbles. Observations of external galaxies suggest [18] that AGN winds come
together with significant photo-ionization, while starburst winds are associated with shock-ionization.
Although the ultraviolet (UV) radiation during star formation has comparable luminosity to UV ra-
diation from accretion onto the black hole, the UV radiation from young stars is largely absorbed by
molecular clouds, where the star formation typically happens, in addition, there is a delay of several
Myr or more between the star formation and SN explosions, which drive the wind [18]. Unfortunately
no ionization has been detected near the Fermi bubbles that could help to distinguish the two scenar-
ios. There is, however, an enhanced Hα emission in the Magellanic Stream towards the South Pole
in Galactic coordinates, which is consistent with UV radiation produced in an AGN-like activity of
Sgr A* around 0.5 − 3 Myr ago [19]. Although such level of ionization in the Magellanic Stream is
improbable in the starburst scenario [19], it does not exclude the possibility that a starburst, e.g., star
formation related to ∼ 6 Myr population of stars near the GC [20], produced the bubbles.
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5 Conclusions
Although the Fermi bubbles are some of the brightest and most significant features in the gamma-ray
sky, their origin and even the nature of the gamma-ray emission remains unresolved. Both leptonic
IC scattering and hadronic production of gamma rays are viable options, while the formation of the
bubbles can be either due to an AGN-like activity of Sgr A* or a starburst event near the GC.

One of the signatures of leptonic origin of the gamma-ray emission is the synchrotron emission
from the electrons. There is a tentative association of the microwave haze emission and the Fermi bub-
bles which can be explained by the same population of electrons. A discovery of polarized emission
with features correlated with the Fermi bubbles would strengthen this hypothesis.

For the hadronic model, the required CR energy density is comparable to the energy density of
the halo plasma. As a result, the presence of the CR may create a cavity in the plasma, that can be
detected with the future X-ray observations, most notably, eROSITA. There is also a possibility to
detect an associated neutrino signal with new more sensitive neutrino detectors, such as PINGU in
IceCube and KM3NeT.

Developing a model of the Fermi bubbles near the GC will play a significant role in disentangling
their origin. If the bubbles were produced by a Sgr A* activity, then they should have a narrow base
centered at the GC, while a starburst activity may result in a broader base of the bubbles not necessarily
centered on the GC. Current and future Cherenkov telescopes can help to study the morphology of the
Fermi bubbles near the GC at energies ! 100 GeV, where the Fermi LAT loses sensitivity.

The Fermi-LAT Collaboration acknowledges support from NASA and DOE (United States),
CEA/Irfu, IN2P3/CNRS, and CNES (France), ASI, INFN, and INAF (Italy), MEXT, KEK, and JAXA
(Japan), and the K.A. Wallenberg Foundation, the Swedish Research Council, and the National Space
Board (Sweden). This work was partially supported by NASA grant NNH13ZDA001N.
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Supernova Remnants with Fermi Large Area Telescope
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Abstract. The Large Area Telescope (LAT), on-board the Fermi satellite, proved to
be, after 8 years of data taking, an excellent instrument to detect and observe Supernova
Remnants (SNRs) in a range of energies running from few hundred MeV up to few hun-
dred GeV. It provides essential information on physical processes that occur at the source,
involving both accelerated leptons and hadrons, in order to understand the mechanisms
responsible for the primary Cosmic Ray (CR) acceleration. We show the latest results in
the observation of Galactic SNRs by Fermi-LAT.

1 Introduction

The LAT, the primary instrument on-board the Fermi Gamma-ray Space Telescope (Fermi), is an
imaging, wide-field-of-view, pair-conversion telescope, which detects photons from few tens of MeV
to few hundreds of GeV. It contains a high-resolution converter/tracker (composed of 16 planes of
tungsten to promote the conversion of γ-rays into pairs, interleaved with silicon strip detectors) for
direction measurement of the incident γ-rays, a CsI(Tl) crystal electromagnetic calorimeter for energy
measurement of the incoming photon, and an anti-coincidence detector to identify the background of
charged particles, mostly due to charged CRs [1].

Recently, the Fermi-LAT collaboration has released the latest version of Instrument Response
Functions (IRFs), along with the reprocessed data, obtained with the new event reconstruction (tracker,
calorimeter and ACD reconstruction), known as PASS 8. All these modifications contribute to improve
the effective area, the angular and energy resolutions. Combined with the large amount of data col-
lected by the LAT since its launch, PASS 8 is a powerful tool to study the emission below 100 MeV
and the extended sources, as it will be shown in section 3.2.

The Fermi-LAT is providing an unprecedented wealth of detections and observations of γ-ray
sources. The detection of γ-rays is a clear signature that non-thermal processes are happening at the
source, eventually accelerating particles. Since photons are not deflected by magnetic fields, they
provide key information to study these phenomena.

2 Supernova Remnants as sources of Cosmic Rays

A Supernova Remnant (SNR) results from the interaction between the stellar material ejected by
a Supernova (SN) explosion and the environmental gas. SNRs are considered the most probable
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sources of Galactic CRs, with energy from about 1 GeV to about 108 GeV (SNR paradigm) [? ], and
the acceleration processes take place at the SNR shocks.

The acceleration mechanism, also known as diffuse shock acceleration (DSA) theory, naturally
predicts that the accelerated particles distribution is well described by a power law ∝ E−q with a
universal slope, whose spectral index in case of strong SNR shocks is q = 2. A generalization of this
theory, known as Non-Linear Diffusive Shock Acceleration (NLDSA) theory, takes into account the
dynamical reaction of the accelerated particles on the shock, predicting a steeper particle distribution,
compatible with the spectrum measured at Earth [2]. The CR flux observed at Earth F(E) (∝ E−2.75)
is proportional to the injection spectrum at the source Qin j(E) (∝ E−q) and the Galactic permanence
time τesc(E) (∝ E−δ), due to the propagation of CRs through the Galaxy:

F(E) = Qin j(E)τesc(E) ∝ E−(q+δ). (1)

The model for CR propagation, based on the CR isotope and secondary-to-primary composition,
provides a value of δ ∼ 0.3 − 0.6, suggesting a injection spectrum index q = 2.1 − 2.4, compatible
with the NLDSA predictions.

SNRs would be able to provide the required CR energetics, indeed the acceleration mechanism is
efficient enough to account for the observed CR energy density ρCR ∼ 1eV/cm3. ρCR can be expressed
as:

ρCR = RS N ES Nτesc(E)ϵ, (2)

where RS N ∼ 3 SN/century is the SN explosion rate in our Galaxy, ES N ∼ 1051 erg is the typical
explosion energy of a SN, τesc(E) ∼ 107 years is the Galactic CR confinement time in the Galaxy and
ϵ is the required acceleration efficiency, which has to be close to ∼10%. Some models have already
shown that NLDSA can provide such acceleration efficiencies [3].

An important evidence of the NLDSA is given by the observation of narrow filaments of non-
thermal X-ray radiation along the shock front in young SNRs [4]. They are due to the synchrotron
emission of accelerated electrons in a strong amplified magnetic field, which might be originated from
the interaction of the charged accelerated particles with the shock.

3 Gamma-ray observations

The accelerated CRs interact with the SNR environment producing photons of energy range from
radio to TeV. The predominant processes in MeV-GeV energy range are:

• Inverse Compton (IC) scattering of accelerated electrons on local photons from Cosmic Microwave
Background and infrared radiation due to dust emission,

• bremsstrahlung radiation of the same electron population deflected in the Coulomb field, generated
by charged particles of the gas surrounding the remnant,

• hadronic interaction between accelerated particles and this gas, which produces many hadrons,
especially neutral pions, which then decay in photons.

The γ-ray spectrum due to the π0-decay, with its peculiar shape due to the kinematic cut-off around
100 MeV of the π0 decay process, represents the hint of the so-called SNR paradigm for CRs since
its production involves accelerated hadrons. For this reason, the observation of this kind of γ-ray
emission from SNRs is essential to infer about the accelerations mechanisms.
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(a) (b)

(c)

Figure 1: Spectral Energy Distribution of three SNRs, overlaid with theoretical models based either
on a hadronic or leptonic interpretation of γ-ray emission. The shape of the observed γ-ray spectrum
favors the hadronic interpretation. (a): IC443 [6]. (b): W44 [6]. (c): W51 [7].

3.1 Fermi-LAT detection of hadronic interaction

SNRs interacting with molecular clouds (MCs) are old objects in which the acceleration process is not
very efficient anymore, as suggested by the steep γ-ray spectrum at high energies, which is probably
due to the escaping of high energy CRs. Indeed, their strong γ-ray emission is not due to a high flux
of relativistic hadrons, but to a very dense cloud target in the vicinity of the remnant, which interacts
with the latter via nuclear collisions. Therefore, they do not give the best view of the CR acceleration
but they are useful to investigate the CR propagation around sources and the escape from them.

The first detection of γ-ray spectrum due to the hadronic interaction has been found in the ob-
servation of tree middle aged SNRs interacting with MCs, few years ago W 44, IC 443 [5] [6] and
recently W51 [7]. Figure 1 shows the Spectral Energy Distributions (SEDs) of these three SNRs. The
data points at energies below 200 MeV strongly support the hadronic interpretation.

 
 

DOI: 10.1051/, 0 713603012136 epjconf/201EPJ Web of Conferences
RICAP16

3012 (2017)

3
 
 

                                                                           193



(a) (b)

Figure 2: Spectral Energy Distribution of two young SNRs, overlaid with theoretical models. (a):
Cassiopeia A. The lines represent two different interpretation models based on a hadronic (solid) or
leptonic (dashed) origin of γ-ray emission [9]. (b): Tycho. The lines represent the contribution of
different emission mechanisms. The total γ-ray emission (solid line) is dominated by the π0-decay
spectrum [8].

Young SNRs (∼ few thousand years old), instead, are at the initial stage of their evolution, so they
are evolving in cleaner (and in most cases low-density) environments. For this reason, a detection
of their γ-ray emission could give clear information about the acceleration processes taking place in
these SNRs.

The best candidates as CR accelerators seem to be Tycho [8] and Cassiopeia A (Cas A) [9]. Their
γ-ray spectrum detected by Fermi-LAT seems to be compatible with the hadronic model. In particular,
the γ-ray flux of Cas A is characterized by a peculiar shape of the spectrum at energies below 100 MeV,
where the π0-decay spectrum presents a break due to the threshold energy of the pion production. On
the other hand, other young SNRs, such as RX J1713.7-3946 [10] and RCW 86 [11], show different
spectrum shapes (with a very hard spectral index in the MeV–GeV energy range), which support the
leptonic model, based on the production of γ-ray via IC scattering. The leptonic interpretation is also
favored when considering the H.E.S.S. results [12] [13]. For these two SNRs, the absence of γ-rays
from π0-decay does not exclude the possibility of an efficient accelerated of CRs, but might be due
to a low gas density around the source, which reduces the hadronic contribution to the photon flux.
Figures 2 and 3 show the SEDs of these young SNRs with the best-fit interpretation models overlaid.

3.2 Morphology study with PASS 8

An important aspect of the study of γ-ray sources is the detection of their spatial shape, since it is
an important characteristic for correctly associating γ-ray emitting sources with their counterparts at
other wavelengths. This problem is complicated by the large PSF of the instrument. However, the
improvement in PSF and effective area introduced by the PASS 8 reconstruction method has allowed
the study of the spatial extension of some sources.

RCW 86 is one of the SNRs which have been recently detected as extended with PASS 8. Figure 4
shows a test statistic map of this source observed by the LAT, compared with the contours of the same
sources observed by the H.E.S.S. experiment [13]. In order to determine the best morphology of RCW
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(a) (b)

Figure 3: Spectral Energy Distribution of two young SNRs, overlaid with theoretical models based on
a leptonic interpretation of the γ-ray emission. (a): RX J1713.7-3946. The lines represent different
interpretation models in which the γ-ray emission (solid line) is dominated by the IC scattering [10].
(b): RCW 86. The lines represent the contribution of different emission mechanisms. The total γ-ray
emission (solid line) is dominated by the IC scattering [11].

Figure 4: Test statistic maps of RCW 86 SNR seen by Fermi-LAT. The map is overlaid to the contours
of the same source observed by H.E.S.S. experiment [11].
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Figure 5: Scatter plot between γ-ray flux and spectral index of the SNRs detected in the first SNR
catalog. Black: classified SNRs, grey: marginal candidates. Red: SNRs interacting with a molecular
cloud, blue: young SNRs. Full circles: point-like sources, empty circles: extended sources [14].

86, the data have been fitted with different spatial models, simple or derived from measurements in
other energy ranges [11]. The analysis revealed that the template provided by H.E.S.S., which detects
γ-rays with energy above ∼ 1 TeV, is the one that better describes the LAT data. This supports the
hypothesis that the γ-ray emission observed by the two experiments are due to the same particle
population and the same emission mechanism. In this case, the whole SNR modeling favors the
leptonic model, based on the IC scattering of accelerated electrons on the CMB photons, because of
the very hard spectral index in the MeV-GeV energy range.

3.3 The 1st Supernova Remnant Catalog

A systematic study of an entire population of SNRs has been recently completed by the Fermi-LAT
collaboration, producing the 1st Supernova Remnant catalog [14]. Three years of data between 1 GeV
and 100 GeV have been analyzed to study the SNRs already detected in other energy ranges (274
SNRs included in the catalog of Green [15], plus five additional SNRs identified after its publication),
resulting in the observation of 36 SNRs, with the detection of 14 new sources. A detailed analysis of
the localization and extension of the sources has been performed, as well as of the systematic errors
due to the uncertainty on the instrument response and on the diffuse background modeling, which
significantly affects the estimation of the source characteristics. A multi-wavelength study has also
been done when possible, searching for example for possible correlations between γ-ray and radio or
X-ray spectral index. Figure 5 summarizes the results of the catalog, showing the scatter plot between
the γ-ray flux and spectral index of the detected sources.

4 Conclusions

Fermi-LAT has an excellent capability to investigate the γ-ray spectrum of the astrophysical objects
in the Galactic plane, such as SNRs. It is essential to understand the origin of these γ-ray emission,
giving also information on non-thermal processes involving accelerated particles. Many SNRs have
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been detected and studied, with different characteristics, but a more systematic study is necessary to
have a definite proof of CR acceleration in SNRs. For this purpose, the 1st SNR catalog has been
produced and future updates with more data and the new PASS 8 performances will provide more
information.

Furthermore, the improved spatial resolution introduced with PASS 8 is allowing the identification
and also more precise studies of the morphology of the brightest extended sources, giving the pos-
sibility to compare them with the templates observed at other wavelengths. New results have to be
expected from Fermi-LAT in the next years.
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LATTES: a new gamma-ray detector concept for South America
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Abstract. Currently the detection of Very High Energy gamma-rays for astrophysics rely
on the measurement of the Extensive Air Showers (EAS) either using Cherenkov detec-
tors or EAS arrays with larger field of views but also larger energy thresholds. In this talk
we present a novel hybrid detector concept for a EAS array with an improved sensitivity
in the lower energies (∼ 100 GeV). We discuss its main features, capabilities and present
preliminary results on its expected perfomances and sensitivities.This wide field of view
experiment is planned to be installed at high altitude in South America making it a com-
plementary project to the planned Cherenkov telescope experiments and a powerful tool
to trigger further observations of variable sources and to detect transients phenomena.

1 Introduction

The study of high-energy and very-high-energy gamma-rays is very important to probe extreme phe-
nomena that takes place in the Universe. Moreover, being neutral, this radiation can pin-point to their
emission source, as they are not deflect by the surrounding magnetic fields.

The detection of gamma-rays at lower energies (below ∼ 100 GeV) can be done using instruments
placed in artificial satellites, for instance Fermi. However, as the gamma-ray energy increases, its flux
at Earth becomes increasingly smaller, to the point where the available collection areas aboard satel-
lites are not enough to study them. Fortunately, the interaction of gamma-rays with the Earth atmo-
sphere produces Extensive Air Shower (EAS) whose secondaries can be sampled by detector arrays, or
one could collect the Cherenkov light produced by the secondaries using Imaging Array Cherenkov
Telescopes (IACTs). These ground based detectors attain different advantages/disadvantages with
respect to each other: IACTs have a lower energy threshold, and have better angular and energy res-
olution, as they can image the shower development; on the other hand EAS array have significantly
wider field-of-views.
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In figure 1 it is shown the sensitivities of current and future gamma-ray experiments with wide
field-of-views. Two things become evident: there is no wide field-of-view experiment covering the
Southern hemisphere sky; there is a gap in the 100 GeV region. Such wide FoV experiment with a low
energy threshold and a large duty cycle would be fully complementary to the powerful narrow-FoV
Cherenkov Telescope Array (CTA) as it would be able not only to issue alerts of transient phenomena
but would also enable long term observations of variable sources and help on the search for emissions
from extended regions, such as the Fermi bubbles or dark matter annihilations from the centre of our
galaxy. Hence, we propose a novel hybrid detector to be installed at ∼ 5200 m a.s.l which ensures an
improved sensitivity to the 100 GeV energy region.

This manuscript is organised as follows: in section 2 we describe the detector and the layout of the
experiment. In section 3 we discussed the performance of such detector and in section 4 we present
the achieved sensitivities. We end with final remarks,

210 310

]-1  s
-2

E*
F(

>E
) [

Te
V 

cm

14−10

13−10

12−10

11−10
Agile

Argo

Fermi

HAWC

o

E [GeV]

LHAASO

rrmmmmi

Figure 1. Integrated sensitivity of several gamma-ray experiments
with a wide field-of-view as a function of the primary energy.
(Taken from [1].)

2 Detector description

In order to surpass the limitations of the previous EAS arrays experiments, and be able to lower the
energy threshold while maintaining a reasonable energy and angular resolution, we propose to build
a dense array with an area of 10 000 m2 constituted by modular hybrid detectors. Each station is
composed by two low-cost Resistive Plate Chambers (RPC) on top of a Water Cherenkov Detector
(WCD), as shown in figure 2. Each RPC has 16 charge collecting pads covering a total area of
1.5 × .1.5 m2. The WCD has a rectangular structure with dimensions 3 × 1.5 × 0.5 m3. The signals
are read by two photomultipliers (PMTs) at both ends of the smallest vertical face of the WCD. On
the top of the RPCs there is a thin lead plate (5.6 mm) to convert secondary photons. The conversion
of the photons is important to improve the geometrical reconstruction as photons have a stronger
correlation with the primary direction with respect to secondary shower electrons. The success of
such hybrid detector concept lies on the fact that the RPCs contribute with its high segmentation and
time resolution while the WCD provides a calorimetric measure of the shower secondary particles
allowing to lower the energy threshold. Moreover, with this detector concept, it is possible to trigger
in the WCD which allows the RPCs to operate at a low threshold while minimising several sources of
noise (detector, electronics, environment).

 
 

DOI: 10.1051/, 0 713603013136 epjconf/201EPJ Web of Conferences
RICAP16

3013 (2017)

2
 
 

                                                                           199



Figure 2. Basic detector station with 1 WCD covered with
RPCs and a thin lead plate. The green lines show the tracks of
Cherenkov photons produced by charged particles in the WCD.
The blue semi-spheres inside the WCD are the two PMTs.

3 Experiment performance

The performance of this detector has been assessed using an end-to-end realistic Monte Carlo simu-
lation. The EAS have been simulated using CORSIKA (COsmic Ray Simulations for KAscade) and
the detector response was treated by a Geant4 dedicated simulation.

We generated 10000 CORSIKA simulations for gammas and protons between 10 GeV and 5 TeV.
To save computational times, the simulations were generated using a power law differential energy
spectrum with an index −1, and afterwards were weighted for the corresponding particle fluxes. The
zenith angle for gammas was fixed to 10◦, while for protons the range was between 5 and 15 degrees.
The detector was assumed to be placed at an altitude of 5200 m a.s.l.

To evaluate the effective area at the trigger level, we required that at least 3 stations have detected
a signal. The trigger condition for the station requires at least 5 photonelectrons in each PMT. The
effective area for this array, has been computed using simulations. We have found that for gamma
primaries with an energy of 100 GeV we still have around 103 m2, even considering selection quality
cuts, which will be described below. The energy estimation has been done using the total signal (S tot)
recorded in all WCD stations for each event. A calibration curve was derived and used to get the
reconstructed energy (Erec) for each event from S tot. From this curve, it is possible to evaluate the
energy resolution that one could achieve with such detector as a function of Erec. This is shown in
figure 3 (left) where it is possible to see that the energy resolution improves as the shower energy
increases and, at the lowest energies, one still has a reasonable energy resolution of 100%, being this
mostly dominated by shower-to-shower fluctuations.

The geometric reconstruction was done taking advantage of the RPC segmentation and fast timing
(it was used in the simulations a time resolution of 1 ns). The position and time of the recorded hits
in the RPC were fitted to a shower front plane model in order to the reconstruct the primary direction.
The quality of the reconstruction can be improved applying a cut on the number of active RPCs’ pads
in the event: it was required that the event has at least 10 hits. The reconstructed angle was compared
to the simulated one, and we calculate the 68% containment angle, σθ,68. The result is shown in
figure 3 (right) where it can be seen that, at energies around 100 GeV, a reasonable resolution can be
achieved, better that 2◦.

4 Sensitivity

In order to compute this detector sensitivity to steady sources, one needs to know, apart from the
efective area, the energy and angular resolution, the discrimination capabilities between gamma and
hadrons. Although we strongly believe that this hybrid detector could combine strategies explored
in previous experiments such, as HAWC [2] and ARGO[3], the complexity of such required study is
out of the scope of this manuscript. Therefore, conservatively, we assumed no background rejection
below 300 GeV. As in this manuscript we aim to focus on the lowest energies, above 300 GeV we took
HAWC gamma/hadron capabilities as an ansatz for the highest energies [2]. This should, of course,
be carefully studied in a future work.

In figure 4 it is shown the differential sensitivity of this detector to study sources. We compute the
sensitivity as the flux of a source giving Nexcess/

√
Nbkg = 5 after 1 year of effective observation. It was
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Figure 3. (Left) Reconstructed energy resolution as a function of the reconstructed energy for proton-initiated
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reconstruction energy.

assumed that the source is visible one fourth of the time, which is roughly the time that the galactic
centre is visible in the Southern tropic. The obtained results are compared with the 1 year sensitivities
of FERMI and HAWC. One can clearly see that this detector would be able to cover the gap between
the two of most sensitive experiments in this energy range.
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5 Final remarks

We have presented a novel hybrid detector able to extend of previous experiments down to the region
of 100 GeV (more information can be found in [4]). This modular compact and low cost detector has
given encouraging results, but its capabilities are far from explored, in particular, in what respects
gamma-hadron discrimination. With the advent of the Cherenkov Telescope Array, this experiment
would be a complementary project as it could provide not only triggers to transient phenomena as it
could do long term observations of variable sources.

Acknowledgments R. Conceição acknowledges the financial support given by FCT-Portugal
SFRH/BPD/73270/2010.
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Abstract. Several independent analyzes of Fermi-LAT results found evidences of an ex-
cess of γ-ray diffuse emission along the inner Galactic plane and of a related spatial
dependence of the cosmic ray (CR) proton spectral index. These features are not ac-
counted for by conventional models of CR transport. We show that a phenomenological
model accounting for those results in terms of spatial dependent CR transport also repro-
duces the γ-ray excess found by Milagro at 15 TeV in the inner Galactic plane and by
H.E.S.S. in the Galactic center. We then use that model to compute the neutrino emission
along the Galactic plane finding that is significantly larger than expected on the basis of
conventional models. This emission is compatible with ANTARES upper limits and may
soon be detected by IceCube or, more likely, by Km3NeT.

1 Introduction

The γ-ray diffuse emission of the Galaxy is produced by the interaction of the cosmic ray (CR) sea
with the interstellar medium (ISM) gas. This emission is modeled integrating along the line of sight
the product of the (energy dependent) scattering cross-section, the gas density distribution and the CR
spectral density. The latter quantity is probed only locally so that its large scale distribution has to be
inferred solving the CR transport equation for a given source distribution using suitable analytical or
numerical tools. Until recently this was done under the hypothesis that the propagation properties are
the same in the whole Galaxy. This assumption, which is not supported by any compelling theoretical
argument, has been recently questioned by several independent analysis of Fermi-LAT measurements
which found evidences of a dependence of the CR proton spectral index on the Galactocentric radius
[1–3]. It was shown that this behaviour is at the origin of the excess of γ-ray diffuse emission found
by Fermi-LAT along the inner Galactic plane [4] growing with energy above few GeV.

A phenomenological model (KRAγ) has been proposed in [1] which accounts for those findings
in terms of a radial dependent diffusion coefficient. The model also assumes that the CR spectral
hardening found by PAMELA [5] and AMS-02 [6] at ∼ 250 GeV, as required to consistently match
CREAM data [7], is a feature present in the whole Galaxy.
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Figure 1. Left panel: The diffuse emission γ-ray spectrum measured by Fermi-LAT (PASS8) and Milagro in
the inner Galactic plane (|b| < 2◦, 30◦ < l < 65◦) is compared with the KRA (conventional) and KRAγ model
predictions. The expected sensitivity of HAWC is reported. The main spectral components (π0 decay: dashed;
Inverse Compton: dot-dashed; bremsstrahlung: dotted) are also shown. Right panel: The same models are
compared with H.E.S.S. and Fermi-LAT (PASS8) data for the diffuse emission in the Galactic ridge region:
|l| < 0.8◦, |b| < 0.3◦. Point sources from the 3FGL Fermi catalogue are subtracted from those data. A single
power-law fit of H.E.S.S. + Fermi-LAT data is also reported.

In Sec. 3 we will compare the KRAγ predictions with γ-ray data taken by Milagro [8] and H.E.S.S.
[9] at energies above the TeV in the inner Galactic plane (GP) and Galactic center (GC) regions
respectively. Since in the inner GP the γ-ray diffuse emission is mainly of hadronic origin, our results
have direct implications for neutrino physics which will be discussed in Sec.4.

2 The model

The model proposed in [1] assumes that the exponent δ determining the rigidity dependence of the
CR diffusion coefficient has the following Galactocentric radial dependence: δ(R) = AR + B where
A = 0.035 kpc−1 and B = 0.21 so that δ(R⊙) = 0.5. The model also adopts a convective wind for
R < 6.5 kpc with velocity VC(z)ẑ (z is the distance from the GP) vanishing at z = 0 and growing as
dVc/dz = 100 km s−1 kpc−1 as motivated by the X-ray ROSAT observations.

The observed γ-ray spectra at both low and mid Galactic latitudes, including the Galactic center,
are reproduced by this model without spoiling local CR observables: proton, antiproton and Helium
spectra, B/C and 10Be/9Be ratios. We implement the setup with DRAGON, a numerical code designed
to compute the propagation of all CR species [10] in the general framework of position-dependent
diffusion. We consider only proton and Helium CR nuclei since heavier species give a negligible
contribution to the γ-ray emission. For their primary spectra here we assume a broken power law with
index Γ = 2.35/2.48 below/above ∼ 250 GeV/n and an exponential cutoff at Ecut = 50 PeV such to
reproduce PAMELA, CREAM and KASCADE-Grande [11] data.

3 Comparison with γ-ray data

Milagro water Cherenkov observatory measured the γ-ray flux in the sky window with |b| < 2◦ and
30◦ < l < 65◦ at a median energy of 15 TeV. This was found to be 4σ above the predictions of a
conventional models tuned on CR data available in 2008 [8]. Almost forgotten until recently, the
Milagro anomaly holds however also considering updated conventional models based on Femi data.
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Figure 2. Total neutrino spectra in the inner Galactic plane computed for the conventional KRA and the novel
KRAγ models for two different cutoff of CR primaries. We also show the maximal flux, estimated considering 3
years of IceCube HESE events, the constraint from ANTARES experiment as well as the deduced sensitivity of
the future Mediterranean observatory KM3NeT after 4 years of lifetime.

This is visible in Fig. 1 (left panel) where a reference conventional (KRA) model tuned to re-
produce local CR data as well as the large scale γ-ray diffuse emission measured by Fermi-LAT falls
short of Milagro data point by several sigmas. The same discrepancy holds for other conventional
models. Also the KRA model used here adopts the same CR hardening at ∼ 250 GeV/n as the KRAγ

one. It is evident from Fig.1 that the presence of that feature in the whole Galaxy is not sufficient to
explain the Milagro anomaly. From the same figure the reader can see as the KRAγ model is more
successful as it matches the Milagro point and it is in better agreement with PASS8 Fermi-LAT data
at lower energies.

We now check the KRAγ model against H.E.S.S. and Fermi-LAT data in the Galactic ridge region:
|l| < 0.8◦, |b| < 0.3◦. We show here, for the first time, as the PASS8 reconstruction algorithm allows to
bridge Fermi-LAT data with H.E.S.S. so to cover the 10 GeV – 10 TeV energy interval. The combined
spectrum can be fit with a single power-law with index 2.49 ± 0.3. Again, this is significantly harder
than expected for conventional models (see red line in Fig. 1, right panel).

Rather, we see from the same figure as the KRAγ model, predicting a harder CR spectrum in
the GC, is in good agreement with the data. Noticeably, not only the slope but also the spectrum
normalization are correctly reproduced by this model. This finding can hardly be interpreted as a
coincidence and provides a further evidence in favor of the scenario proposed in [1]. We notice that
respect to that work we used here the more detailed gas density distribution model in the central
molecular zone described in [12].

4 Implications for Neutrino Astronomy

The hadronic component of the diffuse γ-ray emission discussed in the previous section is accompa-
nied by a neutrino emission of similar intensity. We computed its spectrum as described in [13, 14]
accounting for neutrino oscillations the effect of which is to redistribute the flux among the three
flavors almost equally.

Here we consider the sky window |l| < 30◦ and |b| < 4◦ where the Galactic neutrino emission
is expected to be dominant. For this region the ANTARES collaboration provided an upper limit on
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the muon neutrino flux based on the result of an unblinding analysis regarding the events collected
between 2007 and 2013 in the energy range [3 ÷ 300] TeV [15].

In Fig. 2 we compare the νµ flux computed with the KRA (conventional model) and KRAγ setups
with that experimental constraint. We notice the large enhancement (almost a factor of 5 at 100 TeV)
obtained with the KRAγ model respect to the conventional scenario. Indeed, while – in agreement
with previous results – we find that the flux corresponding to the KRA model may require long time
of observation even by the KM3NeT observatory, our prediction for the KRAγ model is instead well
above the sensitivity reachable by that experiment in 4 years and it is almost within the ANTARES
observation capabilities. Interestingly, our result is in good agreement with the maximal flux which
we inferred from the fraction of IceCube HESE events compatible with that region. A good agreement
with IceCube results was also found on the whole Galactic plane (see e.g. Fig. 1 in [16]).

On the whole sky, the diffuse Galactic emission computed with the KRAγ model can account up
to ∼ 15% (to be compared to ∼ 8% obtained for the conventional set-up [17]) of the flux measured
by IceCube. Clearly an extra-Galactic (EG) contribution must be invoked to account for all IceCube
event as well as for their almost isotropic distribution.

5 Conclusions

We showed that a Galactic CR model adopting a proper radial dependence for the diffusion coefficient
so to reproduce Fermi-LAT results [1], also matches Milagro in the inner Galactic plane and H.E.S.S.
measurements in the Galactic ridge. We showed that the Galactic neutrino emission computed in the
same model is significantly larger than the predictions of conventional CR propagation models. Our
results are in agreement with ANTARES and IceCube upper limits and will be testable by Km3NeT.
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Abstract. The study of the diffuse Galactic gamma ray emission is of fundamental
importance to understand the properties of cosmic ray propagation in the Milky Way,
and extending the measurements to E ! 30 TeV is of great interest. In the same energy
range the IceCube detector has also recently observed a flux of astrophysical neutrinos,
and it is important to test experimentally if the neutrino production is accompanied by
a comparable emission of high energy photons. For E ! 30 TeV, the absorption effects
due to e+e− pair production when the high energy photons interact with radiation fields
present in space are not negligible and must be taken into account. Gamma rays, in
good approximation, are completely absorbed if they have an extragalactic origin, but
the absorption is significant also for Galactic photons. In this case the size and angular
dependence of the absorption depends on the space distribution of the emission. In this
work we estimate the absorption for different models of the space distribution of the
gamma ray emission, and discuss the potential of future detectors.

1 Introduction

The observation of the diffuse Galactic gamma ray emission allows to study the space and energy
distribution of cosmic rays (CR) in the Milky Way. This information is essential to determine the
properties of Galactic CR propagation. The extension of the measurements of the diffuse emission to
higher energy (Eγ ≈ 10–103 TeV) is very important to shed light on this problem.

An additional motivation for the study of the diffuse emission at high energy comes from the
recent results of the IceCube detector [1, 2] that has observed a signal of astrophysical neutrinos that
emerges above the atmospheric foreground in the energy range Eν ≃ 30–2000 TeV. The IceCube
signal is consistent with an isotropic flux, suggesting an extragalactic origin of the neutrinos, however
it is also possible that a significant fraction of the events are generated in our Galaxy. At present, the
low statistics and the large error boxes of most event directions prevent a definite conclusion.

The creation of high energy neutrinos in astrophysical sources is accompanied by a gamma ray
emission with a similar spectral shape and intensity, since both neutrinos and gamma rays originate
in the decay of pions produced in the hadronic interactions of relativistic protons and nuclei. The
detection of an associate gamma ray flux could be of great importance for the identification of the
neutrino sources.
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The new generation gamma ray telescopes, as LHAASO [3], HISCORE [4] and CTA [5], will have
a much larger sensitivity at energies above 30 TeV with respect to the current instruments. Further-
more, the large field of view of the future air shower arrays, as LHAASO, will allow the measurement
of diffuse fluxes, as those produced by cosmic ray interactions in the interstellar medium or origi-
nating by other processes inside our Galaxy. However, while neutrinos cross cosmological distances
suffering a negligible absorption, gamma rays undergo pair production by interacting with the low
energy radiation fields. The absorption is significant for photons travelling for intergalactic distances,
making impossible to detect gamma rays of energy above 30 TeV unless the sources are very close
to our Galaxy (z < 0.01). At these energy, however, the absorption is also not negligible for Galactic
gamma rays, and modifies the spectrum with an absorption pattern that depends on the source spatial
distribution.

In this paper we describe the effects of the absorption on a Galactic gamma ray flux, assuming
different distributions of the sources, according to some models proposed in the literature on the
possible origin of the IceCube neutrinos.

2 Attenuation of gamma rays

The gamma ray energy threshold for pair production is Eth
γ = 0.52/[ϵ(1 − cosθ)] TeV where ϵ is the

target photon energy in electronvolts. Since the maximum absorption occurs when Eγ = 1.97 Eth
γ , the

shape of the spectrum of the target photons produces well defined absorption features in the spectrum
of gamma rays. To calculate the survival probability of gamma rays with a given energy, it necessary
to know the number density, the spectrum and the angular distribution of the target photons in any
point of the line connecting the source to the Sun.

The radiation field in our Galaxy is the sum of four components: two of extragalactic origin,
permeating the Universe with a uniform and isotropic flux, and two originating in our Galaxy, highly
anisotropic, with a larger flux from the direction of the Galactic center. The most intense extragalactic
photon field is the Cosmic Microwave Background Radiation (CMBR), a pure blackbody radiation of
temperature 2.725◦K, that affects mostly gamma rays in the PeV range. The intensity of the CMBR is
known with high accuracy, hence it is possible to evaluate precisely the relative absorption. A much
weaker component is the Extragalactic Background Light (EBL), produced by the contribution of
stars and dust of all galaxies during the history of the universe. The EBL absorption effects can be
dramatic for gamma rays travelling in the extragalactic space, but are almost negligible in our Galaxy.

The most important Galactic component is the infrared light emitted by the dust heated by stars.
The emission peaks around 0.01 eV and mostly affects gamma rays with energy of order 100 TeV.
Since this is the energy most suitable to study the sources of neutrinos, an accurate evaluation of its
intensity is necessary. The last component is the starlight, that peaks around 1 eV. The starlight mostly
interacts with gamma rays of energy of order 1 TeV, but the absorption effect is almost negligible due
to the small photon density. The flux of the radiation emitted by stars and dust have been measured
locally, but a model is necessary to evaluate its spectrum and angular distribution in other locations
in the Galaxy. Starting from a parametrization of the infrared radiation made by Misiriotis et al. [10]
we developed a simplified Galactic emission model [7], whose results are in fair agreement with the
available data, and with previous estimates [6]. Fig.1 shows the number density of photons for the
four radiation components, according to the model. The infrared flux measured by COBE-FIRAS [8]
and IRAS [9] are shown in the same figure. For the EBL spectrum, we used the parametrization by
Franceschini et al. [11].

Our model allows the calculation of the absorption for any gamma ray trajectory in the Galaxy.
As an example, the resulting gamma ray survival probability for three source positions in the Galactic
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function of the gamma ray energy. The inset shows a
top view of the three sources positions in the Galaxy.

plane are shown in Fig.2. Up to ∼20 TeV the flux attenuation is less than a few percent for every
source position. Above ∼20-30 TeV the absorption increases due to the interaction with the infrared
radiation and reaches its maximum at ∼150 TeV. Above ∼200 TeV the CMBR becomes the major
source of absorption, and practically only depends on the source distance. From these results one
can conclude that the absorption is not a severe obstacle to measurements up to ∼200-300 TeV, while
at PeV energies the fluxes can be seriously affected when the source distance is larger than a few
kiloparsecs.

3 Diffuse Galactic gamma ray flux

Cosmic rays confined in the Galaxy by magnetic fields generate gamma rays and neutrinos when they
interact with the gas and radiation fields present in interstellar space. The gamma ray emission gen-
erates a diffuse Galactic flux that, in the region from 0.1 to 100 GeV, has been accurately measured
over the entire sky by the FERMI telescope [12]. The dominant contribution to the diffuse flux is the
production and decay of neutral pions in the interactions of protons and nuclei. Additional contribu-
tions are generated by Inverse Compton scattering and bremsstrahlung of CR electrons. The spectrum
of the diffuse gamma rays measured by FERMI for Eγ ! 10 GeV has in good approximation a power
law form with a spectral index of order α ≃ 2.65 ± 0.05 that reflects the shape of the spectra of
CR protons and nuclei in interstellar space. The diffuse flux is is concentrated in a narrow region in
Galactic latitude around the equator (approximately 50% of the emission is contained in the region
|b| " 5.6◦). The flux is also larger towards the Galactic center, with the flux from the direction of the
center approximately four times larger than the flux from the anticenter.
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Measurements of the diffuse Galactic gamma ray flux at TeV energies for some limited angular
region of the Galactic disk have been obtained by the air shower arrays ARGO-YBJ [13] and Milagro
[14, 15]. These measurements are consistent with a smooth extrapolation of the FERMI observations.
No detection exist above 30 TeV, where the best upper limits have been obtained by the CASA-MIA
air shower array in the energy rage 0.14–3 PeV [16]. The measurements and upper limits of the
Galactic diffuse emission are shown in Fig. 3.

To extrapolate the FERMI observations to higher energy we have made the following assumptions:
(i) π◦ decay is the dominant mechanism of the emission; and (ii) the spectral shapes of CR protons and
nuclei in different points of the Galaxy are approximately equal to what is observed at the Earth. From
these assumptions one can deduce that the energy and angular distribution of the diffuse Galactic flux
calculated at the position of the Sun neglecting absorption factorize into an angle independent spectral
shape, and an energy independent angular distribution (approximately equal to the one observed at
Eγ ≃ 10 GeV). The predicted energy distribution of the emission reflects the spectral shape of the
interacting CR and therefore follows the power law behaviour measured at Eγ ≃ 10 GeV, with a
softening at 100 TeV due to the presence of the “knee” in CR spectra. The effects of the knee have
been calculated numerically using a simple model of π◦ production in hadronic interactions and the
model of the CR spectra given in [17].

To calculate the effects of gamma ray absorption one needs to estimate the space distribution of
the Galactic diffuse emission rate. With the assumptions discussed above the emission rate has an
energy independent form and is proportional to the product of the density of CR and of gas in the
Galaxy: q(⃗r) ∝ nism(x⃗) × nCR(x⃗). The form of this distribution can be estimated from the angular
distribution of the diffuse flux when absorption is negligible. The main features of the diffuse flux
angular distribution can be reasonably well reproduced with a simple axysimmetric, exponential form
for the source density q(r, z) ∝ exp(−r/r0 − z/z0) with r and z cylindrical coordinates. The parameters
r0 and z0 can be estimated by fitting the observed angular distribution of the diffuse emission for
Eγ ≃ 10 GeV with the result r0 ≃ 3.9 kpc and z0 ≃ 0.27 kpc.

It is now straightforward to compute the angular and energy distribution of the observable flux
by summing the contributions of all points in the Galaxy, taking into account the absorption for each
trajectory. The result is shown in Fig. 3, where the expected spectrum in the same galactic plane
region explored by ARGO-YBJ is represented by a shaded band. The band width is determined
by the uncertainties of the Fermi spectrum slope and normalization. It is interesting to note that at
energies above 100 TeV the estimated spectrum is just below the CASA-MIA upper limits.

Future detectors have the potential to observe the extrapolation of the diffuse Galactic spectrum
discussed above. Among the current projects, LHAASO has the highest sensitivity at ∼100 TeV. A
rough evaluation of its sensitivity to a diffuse flux can be obtained by multiplying the LHAASO point
source sensitivity given in [18] by the factor fc = (ΩPS FΩGP)−1/2, where ΩPS F is the solid angle of the
observational window used for point sources and ΩGP in the solid angle of the Galactic plane region
to be studied. According to this calculation the minimum flux detectable at 5 sigma by LHAASO in
one year at 100 TeV in the same region observed by ARGO-YBJ is Fmin ∼7×10−16 photons cm−2 s−1

TeV−1 sr−1, a factor five smaller than the CASA-MIA upper limits at a median energy of 140 TeV, and
below the expected flux produced by cosmic ray interactions in the same energy region.

4 The IceCube neutrinos and the Galactic gamma ray flux

The IceCube collaboration finds that the excess of neutrino events is consistent with an isotropic
flux generated by the ensemble of all extragalactic sources. In this case the associated gamma ray
emission is in good approximation entirely absorbed during propagation and is not observable. On
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the other hand several authors have discussed the possibility that all (or a not negligible fraction of)
the astrophysical neutrinos are of Galactic origin. In this case the gamma rays associated to the
neutrino emission are only partially absorbed and these Galactic models can be tested experimentally
with gamma ray observations. In fact the existing limits of the diffuse gamma ray fluxes discussed
above are already significant constraints. These studies require a detailed calculation of the absorption
effects that can significantly reduce the observable gamma ray fluxes.

Two models that discuss an entirely Galactic origin for the IceCube neutrino signal are those of
Esmaili and Serpico [19], and of Taylor, Gabici and Aharonian [20]. Esmaili and Serpico consider a
model where the high energy neutrinos are generated in the decay of a very massive, unstable Dark
Matter (DM) particle. In this case the space distribution of the emission corresponds to the mass
density of the Galactic DM, and can be modeled with the (spherically symmetric) Navarro-Frenk-
White [21] form ρDM(r) = ρ0/(r/rc(1 + r/rc)2) with rc ≃ 20 kpc. Taylor, Gabici and Aharonian
hypothesize that neutrinos are produced by cosmic rays interacting in a large halo of gas extending at
distances of order 100 kpc (in the following we will describe this halo as a simple Gaussian function
ρ(r) ∝ exp(−r2/2r2

0) with r0 = 57 kpc, so that
√
⟨r2⟩ = 100 kpc). In both cases the associated gamma

ray flux is not limited to the Galactic plane. Crossing regions with a lower infrared radiation, gamma
rays of ∼100 TeV suffer a smaller absorption than travelling inside the disk. On the other hand the
average larger source distance increases the CMBR absorption in the PeV energy range.

Fig.4 shows the absorption effects (averaged over all solid angle) calculated for the two models
discussed above. The unabsorbed gamma ray flux has been assumed equal to the lower limit of the
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neutrino spectrum. Note that in the case of the DM model the relation between the ν and γ emission
depends of the branching ratios into different decay channels, and therefore on the assumed properties
of the DM particle. The figure also shows the existing upper limits on the isotropic flux obtained by
KASCADE [22] and CASA-MIA [23].

The KASCADE upper limits (only published on conference proceedings) are in tension with the
DM model. It has to be noted however that both sets of upper limits has been obtained with observa-
tions from the northern hemisphere. Since the Sun has an offset of ∼8 kpc from the Galactic center,
a halo distribution will produce an anisotropic flux, higher from the direction of the Galactic center,
that is not visible from the locations of KASCADE and CASA-MIA. Since the absorption too will be
larger for gamma rays from the direction of the Galactic center, the anisotropy will be in some mea-
sure reduced. All these effects must be accurately taken into account to make a correct comparison
between models and data.

Since the cosmic ray flux, the major background source for gamma ray observations, is about a
factor 104 larger than the neutrino flux (see Fig.3), a background rejection better than 10−4 is necessary
for future air shower arrays to detect the possible gamma ray flux associated to the IceCube neutrinos.
Observation made from locations in both hemispheres will be advantageus, allowing the study of the
global signal anisotropy, a fundamental ingredient to investigate the spatial distribution and the nature
of the neutrino sources.
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Abstract. The H.E.S.S. collaboration recently reported a new analysis of the gamma-ray
diffuse emission from a “semi-annulus” region of 1.4 × 10−4 steradiants around Sagittar-
ius A*. The gamma-ray spectral energy distribution measured from this region suggests
the presence of interacting cosmic rays at PeV energies. This analysis adds a important
piece to the previous measurements obtained with Fermi-LAT, H.E.S.S. and VERITAS
telescopes in this particular region of the Central Molecular Zone. Here we describe this
diffuse gamma-ray emission observed around the galactic center within a comprensive
model implying a cosmic-ray population with a harder spectrum in the central part of the
galaxy respect to the standard scenarios. With this phenomenological model we obtain
the expected diffuse gamma-ray and neutrino components for this target rich region con-
sidering the energy range from GeV to PeV. While for the gamma-ray expectations we
compare the results with the data of the mentioned experiments, for the expected neutrino
spectra we consider the possibility to observe the signal with Cherenkov telescopes.

1 Introduction

In 2006 the H.E.S.S. telescope reported the measurement of diffuse gamma-ray emission from a cen-
tral ridge [1] of our galaxy after the subtraction of point-like contributions. The diffuse gamma-ray
spectral energy distribution (SED) obtained from the ridge cannot be explained with a standard sce-
nario where the transport of cosmic rays (CR) doesn’t change moving from the periphery of the
Galaxy to the central molecular zone (CMZ). A more recent publication of H.E.S.S. collaboration re-
ported the results of a longer campaign [2], around ∼ 250 hours, focused on a “semi-annulus” region
of 1.4 × 10−4 steradiants around Sagittarius A*. The SED obtained with H.E.S.S. observations, from
this region around Sagittarius A*, can be fitted with a single power law up to tens of TeV without
needing a cut-off and representing the first evidence of PeV cosmic-ray population in our Galaxy. In
the past Sagittarius A* had periods of high activities in x-ray [3] and a outflow was also observed [4];
however his contribution to Galactic cosmic rays is still unknown. The H.E.S.S. collaboration argues
that the measured spectrum from the “semi-annulus” region can be linked to the past emission [5] of
Sagittarius A* [2]. However, in the H.E.S.S. analysis, the gamma-ray contribution from the interac-
tions of cosmic-ray sea with the interstellar gas around Sagittarius A* was not taken into account. The
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expected diffuse gamma-ray and neutrino fluxes produced by these processes are strongly dependent
on the considered CR transport scenario and the assumed gas distribution. Here we present the ex-
pected diffuse gamma-ray and neutrino fluxes produced in the “semi-annulus” region, considering a
recently introduced scenario (KRAγ) with a radially-dependent diffusion coefficient [6, 7]. To extend
the gamma-ray analysis to lower energies we use the Fermi-LAT data extracted from the PASS8 cat-
alog. The PASS8 gamma-ray events were recently obtained with a new selection algorithm released
by the Fermi-LAT collaboration [8]. The new selection criteria increased the effective area, the en-
ergy estimation and the angular resolution of the detector, especially at high energy. After subtracting
the point-like contribution from the Fermi-LAT data in the diffuse region around Sagittarius A* and
adding the H.E.S.S. measurements we build a new SED lasting from 10 GeV to 40 TeV. We compare
the whole spectrum with the expectations from the cited KRAγ scenario and the standard KRA sce-
nario where the CR propagation is homogeneous for the whole galaxy. For both cases we constrain the
possible diffuse emission directly linked to Sagittarius A* activity. Finally we compute the KRA and
KRAγ diffuse neutrino expectation for the “semi-annulus” region introducing also a possible emission
from RXJ 1745-290 [9].

2 Comparison between data and models

The first analysis we show in this work represents the comparison between the expected diffuse
gamma-ray flux, obtained by the interaction of CR sea and the interstellar medium, and the measure-
ments of H.E.S.S. and Fermi-LAT experiment in the defined “semi-annulus" [2] around sagittarius A*.
Two different diffuse gamma-ray expectations are computed considering, the standard scenario with a
homogeneous CR propagation for the whole galaxy (KRA) and the case with a radially-dependent CR
diffusion properties inducing a hardening of CR spectrum toward the Galactic center regions (KRAγ).
As a target of CR interaction when producing gamma rays and neutrinos we use the 3-dimensional
semi-analytic gas distribution presented in [10]. Where the molecular H2 Hydrogen is obtained from
the CO emission line with a conversion parameter XCO(r ∼ 0) ≃ 0.5 × 1020 cm−2 K−1 km−1 with a
factor 2 uncertainty, while a number density of 0.11

(

nHI + 2nH2

)

is assumed for the atomic HI gas.
The computed gamma-ray expectations are then compared with a wide energy range data, the low-
energy ones extracted from Fermi-LAT PASS8 sample while the high-energy ones obtained by the
new campaign published in 2016 by the H.E.S.S. collaboration, covering the window from 10 GeV
to 40 TeV. It is interesting to notice that the entire studied SED can be fitted with a single power law,
as shown in the left plot of fig. 1, suggesting the common origin for the gamma rays emitted in this
energy range. The best fit for the two data samples considering a simple power law without cutoff
F = F0E−α is obtained for F0 = 1.9 × 10−12 TeVcm−2s−1 and α = 2.39. On the right plot of fig. 1
it is shown also the difference between the best-fit analysis and the two computed scenarios (KRA
and KRAγ). The sum of hadronic and leptonic components of KRAγ, represented on the right plot of
fig. 1 by the blu solid line, results very close to the gamma-ray best fit over the entire SED leaving
a small slot for possible diffuse component directly related to the central engine Sagittarius A*. In
other words the gamma-ray component produced by the CR sea in the “semi-annulus” region account
for the quasi-total measured flux, when the KRAγ model is considered, and even in the standard CR
scenario the diffuse sea component seems not negligible. The second analysis we present here is the
expected neutrino emission from the “semi-annulus” region considering the two scenarios, KRA and
KRAγ for the diffuse galactic CR production. Taking into account the optimistic angular resolution
of 1◦ for neutrino telescopes at TeV energy ranges, when reconstructing track-like events, it is oppor-
tune to add the possibility of having neutrino contribution from central point source RXJ1745 − 290,
consistent with the Sagittarius A* position within 5′′. The same studies done through gamma-ray
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Figure 1. On left side are reported the differential flux measured by H.E.S.S. collaboration from the “semi-
annulus" around Sagittarius A* and the differential flux obtained from the Fermi-LAT PASS8 sample for the
same region. With the green dashed line the best-fit of the entire SED from 10 GeV to 40 TeV. On the right side
are reported the same data compared with two different scenarios; the KRAγ representing the case with a variable
diffusion coefficient for the galactic CR in blu (the sum of leptonic and hadronic components is considered) and
the KRA representing the standard case with a homogeneous CR transport for the whole Galaxy in red (also here
we consider the sum of leptonic and hadronic components)

detectors for the “semi-annulus” region are not feasible with Cherenkov neutrino telescopes for both
statistics of events and angular resolution. However the standard KRA and the new KRAγ scenarios
give us the possible neutrino expectations from this region of the CMZ. This region is not preferential
for the IceCube detectors being in southern hemisphere while represents a good target for the incom-
ing KM3NeT detector [11]. However considering the sensitivies showed in [12] more than 5 years of
data can be needed to observe the total SED indicated with the black solid line in fig. 2.

3 Conclusions

In this contribution we present the study of the emission from the "semi-annulus" region around
Sagittarius A* indentified by the H.E.S.S. collaboration as a possible Petaelectronvolt CR engine. We
show the best-fit analysis of the gamma-ray SED in the region between 10 GeV and 40 TeV collecting
togheter the PASS8 data, from Fermi-LAT, and the H.E.S.S. data after the subtraction of point-like
contribution. Then we compare the best-fit analysis with the expected gamma-ray diffuse emission
produced by CR sea from this region of the sky considering the KRAγ scenario with a radial dependent
CR propagation and the standard KRA scenario with the same CR propagation properties for the whole
galactic plane. The entire gamma-ray SED considered, well fitted with a single power law without
cutoffs, is compatible with the KRAγ SED (expected from the interaction of CR sea with the gas)
leaving a small room for possible diffuse emission directly linked to the central source Sagittarius A*.
We show also the study of the expected neutrino emission from “semi-annulus” region considering
the KRA and KRAγ scenarios and introducing a possible additional contribution from RXJ 1275-290.
The expected total neutrino signal can be a challenge for the incoming KM3NeT telescope while can
be hardly detected by the actual IceCube detector. With all mentioned results we show that the KRAγ
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Figure 2. Neutrino expectation from the “semi-annulus” region considering also a possible additional component
from RXJ 1745-290. The neutrino SED from KRAγ scenario is reported with the blu solid line for the protons
cutoff at 50 PeV and with the blu dashed line for the protons cutoff at 5 PeV. The neutrino SED from KRA scenario
is reported with the red solid line for the protons cutoff at 50 PeV and with the red dashed line for the protons
cutoff at 5 PeV. The grey dashed line is the possible RXJ 1745-290 contribution assuming the entire spectrum
measured by H.E.S.S. [2], Φ0 = (2.55±0.04stat±0.37syst)×10−12TeV−1cm−2 s−1 with Γ0 = 2.14±0.02stat±0.10syst

and an energy cutoff of Ecut = 10.7 ± 2.0stat ± 2.1syst, of hadronic origin. The black solid line represent the sum
of the KRAγ (with protons cutoff at 50 PeV) expectations and the possible RXJ1745− 290 neutrino contribution.

.

model, tuned on larger galactic scale, gives a more consistent picture, respect to the standard scenario
(KRA), also for this small region of the Galactic center.

References

[1] F. Aharonian et al. (H.E.S.S.), Nature 439, 695 (2006), astro-ph/0603021
[2] A. Abramowski et al. (H.E.S.S.), Nature 531, 476 (2016), 1603.07730
[3] M. Clavel, R. Terrier, A. Goldwurm, M.R. Morris, G. Ponti, S. Soldi, G. Trap, A&A558, A32

(2013), 1307.3954
[4] M. Su, T.R. Slatyer, D.P. Finkbeiner, ApJ724, 1044 (2010), 1005.5480
[5] G. Bélanger, A. Goldwurm, M. Renaud, R. Terrier, F. Melia, N. Lund, J. Paul, G. Skinner,

F. Yusef-Zadeh, ApJ636, 275 (2006), astro-ph/0508128
[6] D. Gaggero, A. Urbano, M. Valli, P. Ullio, Phys. Rev. D91, 083012 (2015), 1411.7623
[7] D. Gaggero, D. Grasso, A. Marinelli, A. Urbano, M. Valli, Astrophys. J. 815, L25 (2015),
1504.00227

[8] W. Atwood, A. Albert, L. Baldini, M. Tinivella, J. Bregeon, M. Pesce-Rollins, C. Sgrò, P. Bruel,
E. Charles, A. Drlica-Wagner et al., ArXiv e-prints (2013), 1303.3514

[9] F. Aharonian, A.G. Akhperjanian, K.M. Aye, A.R. Bazer-Bachi, M. Beilicke, W. Benbow,
D. Berge, P. Berghaus, K. Bernlöhr, O. Bolz et al., A&A425, L13 (2004), astro-ph/0406658

[10] K. Ferriere, W. Gillard, P. Jean, Astron. Astrophys. 467, 611 (2007), astro-ph/0702532

 
 

DOI: 10.1051/, 0 713603016136 epjconf/201EPJ Web of Conferences
RICAP16

3016 (2017)

4
 
 

                                                                           216



[11] D. Gaggero, D. Grasso, A. Marinelli, A. Urbano, M. Valli, ArXiv e-prints (2015), 1508.03681
[12] S. Adrián-Martínez, M. Ageron, F. Aharonian, S. Aiello, A. Albert, F. Ameli, E. Anassontzis,

M. Andre, G. Androulakis, M. Anghinolfi et al., Journal of Physics G Nuclear Physics 43,
084001 (2016), 1601.07459

 
 

DOI: 10.1051/, 0 713603016136 epjconf/201EPJ Web of Conferences
RICAP16

3016 (2017)

5
 
 

                                                                           217



The inner 300 parsecs of the Milky Way seen by H.E.S.S.:
a Pevatron in the Galactic Centre

Emmanuel Moulin1,a for the H.E.S.S. collaboration
1DRF/Irfu, Service de Physique des Particules, CEA Saclay, F-91191 Gif-Sur-Yvette Cedex, France

Abstract. The Galactic Centre region has been observed by the High Energy Stereo-
scopic System (H.E.S.S.) array of ground-based Cherenkov telescopes since 2004 leading
to the detection of the very-high-energy γ-ray source HESS J1745-290 spatially coinci-
dent with the supermassive black hole Sagittarius A*. Diffuse TeV gamma-ray emission
has been detected along the Galactic plane, most likely due to hadronic cosmic-ray inter-
actions with the dense gas of the Central Molecular Zone. The rich 2004-2013 dataset
permits detailed spectral and morphological studies of the diffuse emission in the inner
300 pc of the Galactic Centre region. The new results provide an important statement
regarding the location and origin of the accelerator of PeV protons. The H.E.S.S. ob-
servations of the Pevatron are discussed in the context of the origin of Galactic cosmic
rays.

1 Introduction

The Galactic center (GC) region has been longtime observed from radio to X-ray wavelengths with
increasing accuracy. Since more than a decade with the advent of the LAT instrument onboard the
Fermi satellite and ground-based Cherenkov telescopes, observations of the inner GC region provide a
efficient probe of the most violent phenomena in the universe. The very-high-energy (VHE, Eγ > 100
GeV) γ-ray observations with arrays of imaging atmospheric Cherenkov telescopes (IACT) provide
crucial insights to study cosmic-ray (CR) particle acceleration and propagation up to PeV energies.

While totally obscured at optical wavelengths, the GC is visible in a broad-band spectrum of
electromagnetic wavelengths. The infrared observations probe star formation regions where the
UV/optical light from massive young stars is converted by dust to infrared light. Non-thermal radio,
X-ray and γ-ray radiations probe charged particles accelerated to high energies in cosmic accelerators
such a supernova remnants, pulsar wind nebulae, or massive star forming regions. Radio and X-ray
emissions result from energetic electron interaction with magnetic fields through synchrotron radi-
ation while GeV/TeV emissions are produced by bremsstrahlung and inverse Compton of electrons
scattering off gas or ambient radiation fields. Another mechanism of high-energy (HE, 10 MeV -
100 GeV) and VHE γ-ray emissions proceeds through π0 decays produced by inelastic collision of
energetic protons and nuclei with the ambient gas.

During the last decade, detailed studies of the HE/VHE observations of the GC shed light to
acceleration mechanisms taking place in this region. Observations with the Fermi-LAT instrument
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and IACTs such as H.E.S.S., MAGIC and VERITAS, led to the detection of numerous sources in the
HE/VHE regimes such as the pulsar wind nebula G0.9+0.1, supernova remnants, a central emission
coincident in position with the supermassive black hole Sagittarius (Sgr) A*, as well as a diffuse
GeV/TeV emission.

2 A strong TeV emission from the Galactic Center
The GC has been long time recognized as a multi-TeV particle accelerator and then been subject
to IACT observations of utmost importance. A central VHE signal has been detected in 2004 by
H.E.S.S. [1], hereafter referred as to HESS J1745-290, and further observations with H.E.S.S. led
to the detection an energy cut-off in the 10 TeV energy range [2]. With 10 years of observations,
H.E.S.S. provides the most detailed view so far at VHE (see Fig. 1). The position of the HESS

Sgr A* Sgr A*

a b

Figure 1. VHE γ-ray image of the Galactic Centre region. Left panel: The black lines outline the regions used
to calculate the cosmic-ray energy density throughout the central molecular zone. A section of 66◦ is excluded
from the annuli to avoid contamination from a newly detected source. White contour lines indicate the density
distribution of molecular gas, as traced by its CS line emission. The location of Sgr A* is given by the black
star. The inset shows the simulation of a point-like source. Right panel: Zoomed view of the inner 70 pc and the
contour of the region used to extract the spectrum of the diffuse emission.

J1745-290 centroid is coincident with Sgr A* and the pulsar wind nebula G359.95-0.04 positions
within 13′′ [3]. The energy spectrum of HESS J1745-290 derived from 10 year observations with
H.E.S.S. is shown in the left panel of Fig. 2. Despite the rich statistics accumulated so far towards
the GC, the nature of HESS J1745-290 is still unknown and compelling production mechanisms for
this VHE emission possibly include: (i) a CR source accelerating high energy protons in the vicinity
of Sgr A* which produces VHE γ-rays from π0 decays originating from hadronic CR penetrating
the interstellar medium gas; (ii) the pulsar wind nebula G359.95-0.04; and (iii) a spike of annihilating
dark matter particles. With the detection of the 2FHL J1745.7-2900 and 3FGL J1745.6-2859c sources
with Fermi-LAT, the GeV emission from the pulsar wind nebula model significantly underestimates
by far the luminosity of these sources, given the pronounced peak-like structure exhibited by the
inverse Compton emission. Assuming the GeV source 3FGL J1745.6-2859c and the TeV source
HESS J1745-290 originate from the same production mechanism, any emission model should at least
meet the following requirements: (i) a power-law spectrum from 100 MeV to 20 TeV with an energy
cut-off at ∼10 TeV, (ii) no hint for variability on timescale from minutes to years, (iii) the emission
region of the TeV source is point-like and coincident with the position of Sgr A*, and its intrinsic size
is less than 1′; and (iv) a possible small extension of the GeV source.
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3 Diffusion emission at TeV energies

Follow-up VHE observations provided a more detailed view of the overall Central Molecular Zone
(CMZ) and led to the detection of a diffuse emission in the central 300 pc of the GC [4] extended
along the Galactic plane. The spatial correlation of the TeV emission with the giant molecular clouds
of the CMZ first hinted for acceleration of hadronic CRs in this region [4], where the γ-rays result
from decays of π0 produced by the interactions of relativistic protons with the ambient gas.

The large photon statistics accumulated over 10 year observations together with improvements in
the data analysis method, provide now a refined picture of the spectral and spatial properties of the
diffuse emission of the CMZ [5]. As shown in Fig. 1, the sky map in VHE γ-rays shows a strong,
although not linear, correlation between the brightness distribution of γ-rays and the locations of
massive gas-rich complexes. The γ-ray morphology of the CMZ is both determined by the location
and the particle injection rate history of the CR accelerator(s) responsible for the relativistic protons,
and by the gas density distribution. The spatial morphology seen now in VHE γ-rays is a unique
proxy to probe the CR distribution within the CMZ.

If the γ-ray emission is completely due to the decay of π0 produced in pp interactions, the γ-ray
luminosity Lγ above energy E is related to the total energy of CR protons Wp by Lγ(> E) ≃ ηNWp(>
10 E)/tpp→π0 , where tpp→π0 = 1.6 × 108 yr (1cm−3/nH) is the proton energy loss timescale due to π0
production in an environment of hydrogen gas of density nH, and ηN ≃ 1.5 accounts for the presence
of nuclei heavier than hydrogen in both CRs and interstellar matter. With the measurements of the
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Figure 2. Left panel: VHE γ-ray spectra of the diffuse emission and HESS J1745-290. Arrows represent 2σ flux
upper limits. The 1σ confidence bands of the best-fit spectra of the diffuse and HESS J1745-290 are shown in red
and blue shaded areas, respectively. The red lines show the numerical computations assuming that γ-rays result
from the decay of neutral pions produced by pp interactions. Right panel: Spatial distribution of the CR energy
density versus projected distance from Sgr A*. The vertical and horizontal error bars show the 1σ statistical
plus systematic errors and the bin size, respectively. Fits to the data of a 1/r (red line), a 1/r2 (blue line) and a
homogeneous (black line) CR density radial profile integrated along the line of sight are shown. The best fit of a
1/rα profile to the data is found for α = 1.10 ± 0.12 (1σ).

target masses which can be inferred using tracer molecules such as CS, 12C16O and HCN [5], the CR
energy density wCR averaged along the line of sight, can be obtained. The right panel of Fig. 2 shows
the radial profile of wCR for E>10 TeV CRs up to a radius of 200 pc for a GC distance of 8.5 kpc,
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determined from the γ-ray luminosity and the amount of target gas. This high energy density in the
CMZ is found to be an order of magnitude larger than that of the CR "sea" that universally fills the
Galaxy, while the energy density of low energy (GeV) CRs in this region has a level comparable to
it [5]. This requires the presence of one or more accelerators of multi-TeV particles operating in the
CMZ. The measurement of the CR density profile clearly supports the 1/r dependence over the entire
CMZ. The 1/r2 and constant profiles, the former being expected if CRs are advected in a wind, and
the latter in the case of a single burst-like event of CR injection, are significantly disfavored.

The CR radial profile points towards an accelerator located in the inner 10 pc of the GC. The 1/r
behavior of the CR density up to 200 pc indicates a quasi-continuous injection of protons that diffuse
into the CMZ from a centrally-located accelerator within the 10 pc of Sgr A*. The average injection
rate of particles is found to be Qp(> 10 TeV) ≃ 4 × 1037(D/1030cm2s−1) erg s−1. The diffusion coeffi-
cient D depends on the power spectrum of the turbulent magnetic field, which is unknown in the CMZ
region. Yet, the diffusive nature of the propagation is constrained by the condition R2/6D ≪ R/c. For
a radius R of the CMZ region of 200 pc, this implies Qp ≪ 1.2× 1038erg s−1. The supermassive black
hole Sgr A* at the GC is the most plausible supplier of ultra-relativistic protons and nuclei where
these particles could have been accelerated either in the accretion flow (i.e. in the immediate vicinity
of the black hole) or somewhat further away - for example, at the site of termination of an outflow [5].

4 The discovery of a Pevatron
Given the available statistics, the energy spectrum of the diffuse VHE γ-ray emission has been ex-
tracted from an annulus centred at Sgr A* (see right panel of Fig. 1). The best fit to the data is found
for a spectrum following a power law extending with a photon index of ∼2.3 to energies up to tens of
TeV without an energy cut-off or break, as shown in the left panel of Fig. 2. This is the first time that
such a γ-ray spectrum, arising from hadronic interactions, has been detected. Since these γ-rays re-
sult from decays of π0 produced by pp interactions, the derivation of such a hard power-law spectrum
implies that the spectrum of the parent protons should extend to energies close to 1 PeV. Assuming a
cut-off in the parent proton spectrum, the corresponding secondary γ-ray spectrum deviates from the
H.E.S.S. data at 68%, 90% and 95% confidence levels for cut-offs at 2.9 PeV, 0.6 PeV and 0.4 PeV,
respectively. This establishes the first robust detection of a VHE cosmic hadronic accelerator which
operates as a source of PeV particles, i.e. a Pevatron.

If Sgr A* is indeed the particles’ source, the required acceleration rate would exceed by two
or three orders of magnitude its current bolometric luminosity, and would constitute at least 1% of
the current power produced by accretion onto the supermassive black hole. Given the relatively-
modest current accretion rate of Sgr A* and that at certain epochs this supermassive black hole could
have operated at a much higher accretion rate, this higher rate could also have facilitated greater CR
production rates. An average acceleration rate of 1039 erg s−1 of E>10 TeV protons over the last 106-
107 years would be sufficient to explain the flux of CRs around the "knee", an energy spectrum feature
around 1 PeV. If so, Sgr A* should be considered as a viable alternative to supernova remnants as a
source of PeV Galactic cosmic rays.
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Limits on Lorentz invariance violation at the Planck energy scale
from H.E.S.S. spectral analysis of the blazar Mrk 501

Matthias Lorentz1,a and Pierre Brun1,b, for the H.E.S.S. collaboration
1Irfu, CEA Saclay, 91191 Gif-sur-Yvette France

Abstract. Some extensions to the Standard Model lead to the introduction of Lorentz
symmetry breaking terms, expected to induce deviations from Lorentz symmetry around
the Planck scale. A parameterization of effects due to Lorentz invariance violation (LIV)
can be introduced by adding an effective term to the photon dispersion relation. This
affects the kinematics of electron-positron pair creation by TeV γ rays on the extragalactic
background light (EBL) and translates into modifications of the standard EBL opacity for
the TeV photon spectra of extragalactic sources. Exclusion limits are presented, obtained
with the spectral analysis of H.E.S.S. observations taken on the blazar Mrk 501 during
the exceptional 2014 flare. The energy spectrum, extending very significantly above 10
TeV, allows to place strong limits on LIV in the photon sector at the level of the Planck
energy scale for linear perturbations in the photon dispersion relation, and provides the
strongest constraints presently for the case of quadratic perturbations.

1 Introduction
Special relativity is a pillar of modern physics and Lorentz symmetry has been established to

be an exact symmetry of Nature up to the precision of current experiments. It has been suggested
however that this symmetry could only be approximate and that deviations from Lorentz invariance
could appear at an energy scale beyond our current grasp. A generic approach to introduce such effects
consists of adding effective terms in the dispersion relation of particles, i.e. for photons

E2
γ = p2

γ ± E2
γ

(
Eγ

ELIV

)n

, (1)

where ELIV is the hypothetical energy scale at which Lorentz symmetry could stop being exact, and
n the order of the leading correction. In some approaches to quantum gravity ELIV is expected to be
of the order of Planck energy EPlanck =

√
!c5/G ≃ 1.22 × 1028 eV [3]. As such deviations are only

expected for photons at the highest energies, astrophysical γ-rays can be used to probe potential LIV
effects. The most widely-used approach is to look for energy-dependent time delays for photons pro-
duced by distant γ-ray bursts (GRB) or during TeV flares of active galaxy nuclei (AGN) , see e.g. [21].
An attractive alternative possibility takes advantage of the fact that the modified dispersion relation
for photons that could be induced by LIV would affect the kinematics for the e+e− pair production of
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TeV γ rays coming from AGNs on the EBL resulting in a modified opacity to extragalactic γ rays,
see e.g. [11]. In the following we consider LIV affecting only photons (like in [12, 13]), not electrons
as the constraints on LIV for electrons are very stringent due to observations of synchrotron radiation
from the Crab Nebula [18].

2 Modified EBL opacity in the presence of LIV

The EBL is the background photon field originating from the integrated starlight and its re-
processing by the interstellar medium over cosmic history. Its spectral energy distribution has two
main components, an optical (∼ 1 eV) and an infrared (∼ 10−2 eV) component. Extragalactic very
high-energy (VHE, E > 100 GeV) γ rays can be used as an independent way to probe this background
radiation, as such γ rays interact with EBL photons via e+e− pair production [1], resulting in an atten-
uated observed flux (for a review see [2]). The optical depth for a VHE photon of energy Eγ traveling
through a medium with EBL physical density n(ϵ, z) from a source at zs is:

τ(Eγ, zs) = c
∫ zs

0
dz

dt
dz

∫ 2

0
dµ
µ

2

∫ ∞

ϵthr

dϵ
dn(ϵ, z)

dϵ
σγγ

(
Eγ(1 + z), ϵ, µ

)
, (2)

where dt/dz =
(
H0(1 + z)

√
ΩM(1 + z)3 +ΩΛ

)−1 1, µ = 1 − cos(θ), ϵthr(Eγ, z) = 2m2
e c4

Eγµ(1+z) and
σγγ is the Bethe-Heitler cross section for pair production. The absorption effect on the intrinsic
spectrum of an extragalactic source is expressed as Φobs(Eγ) = Φint(Eγ) e−τ(Eγ ,zs). EBL absorption
then leaves a typical redshift and energy-dependent imprint on the observed spectrum of extragalactic
sources. Knowledge of the EBL spectral energy distribution has greatly improved over the last decade,
constraints from VHE γ rays (see e.g. [6–8]), predictions from models (see e.g. [4, 5]), and results
from an empirical determination [9] agree in between lower and upper limits.
The effective dispersion relation in the presence of LIV Eq.1 propagates into the optical depth given
in Eq.2, the invariant center-of-mass energy squared s and threshold energy ϵthr become :

s → s ±
En+2
γ

En
LIV

, and ϵthr → ϵthr ∓
1
4

En+1
γ

En
LIV

(3)

We assume, as in [12], that the modified expression of s can still be considered as an invariant quantity
in the LIV framework (for a discussion see Appendix A. in [13]). We only consider the subluminal
case (minus sign in Eq. 1) : if non negligible, the effective term will induce lower values for s
suppressing pair creation on the EBL, causing an excess of transparency for γ rays 2, see Fig. 1.

3 H.E.S.S. observations of Mrk 501 during the 2014 flare

3.1 H.E.S.S. experiment

The High Energy Stereoscopic System (H.E.S.S.) is an array of five imaging atmospheric
Cherenkov telescopes located 1800 m above see level in the Khomas Highland, Namibia, detecting
γ-rays ranging from ∼ 100 GeV to a few tens of TeV.

1We assume a flat ΛCDM cosmology with ΩM = 0.3, ΩΛ = 0.7 and H0 = 70 km s−1 Mpc−1.
2Alternatively, in the superluminal case the threshold energy would be lowered implying an enhanced pair production for

γ rays that could more easily interact with the cosmic microwave background. This would result in a strong cut-off in the
observed energy spectra of AGNs. This LIV scenario is unlikely with respect to current observations and also theoretically
disfavored.
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3.2 Mrk 501

Mrk 501 is a well known AGN at redshift z = 0.034 which belongs to the class of blazars, i.e.
with its relativistic jet closely aligned to our line of sight. It is known to be highly variable from radio
to VHE γ rays and is referred to as a high-frequency-peaked blazar with a flux-dependent spectral
hardening observed during flaring states. Its spectral characteristics and its relatively low redshift
allow for the detection of among the most energetic extragalactic γ rays, making this source ideal to
investigate LIV through spectral studies as it has already been done [7, 10, 13] with the historically
highest VHE flux recorded in 1997 by the HEGRA [17] and CAT [16] telescopes.

3.3 Flare data set

The 2014 H.E.S.S. observations of Mrk 501 were triggered following high fluxes reported by the
FACT collaboration. Observations taken during the night of June 23-24 2014 (MJD 56831-56832)
revealed an exceptional flare with highest fluxes of Mrk 501 ever recorded by H.E.S.S. [14]. These
observations were performed with full array of all five telescopes, however for this study requiring
optimal sensitivity at highest energies, data from the central large telescope are not essential. The
mean zenith angle of observations was ∼ 63◦. The Model analysis with loose cuts [19] was performed
leading to an excess of more than 1200 photons with a ∼ 67σ significance for the 2 hours of observa-
tions taken that night. Spectral analysis was performed using the forward folding technique described
in [20]. The spectrum, extending significantly up to ∼ 20 TeV, is well fitted (χ2/n.d.f = 8.5/8) by
a simple EBL-absorbed power law using the EBL model of [4]. There is no evidence for intrinsic
curvature nor cut-off. The fitted intrinsic index is 2.15 ± 0.06 [15].

Figure 1. Energy spectrum of Mrk 501 obtained from the H.E.S.S. phase-I analysis of the 2014 flare data. The
fitted EBL-absorbed power law for the standard case is showed by the solid line, as well with the corresponding
1−σ confidence band. For comparison the same intrinsic power law with modified EBL absorption due to linear
Planck scale perturbations is represented by the dashed line.

4 Results and discussion
The maximum likelihood forward folding method for spectrum determination is performed as-

suming an intrinsic power law absorbed with the EBL model of [4]. The optical depths are computed
considering modifications due to LIV as explained in Sec. 2. Values of ELIV are scanned logarith-
mically in the range of interest for linear (n=1) and quadratic (n=2) scenarios. As the data show no
evidence for a high-energy upturn, the fit prefers LIV-free optical depth values. Indeed log-likelihood
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values reach plateaus corresponding to the standard case with no deviations from Lorentz symmetry
in both cases. This allows to compute exclusion limits on ELIV, as summarized in Tab. 1.

2 σ 3 σ 5 σ
n=1 2.8 × 1028 eV (2.29 × EPlanck) 1.9 × 1028 eV (1.6 × EPlanck) 1.04 × 1028 eV (0.86 × EPlanck)
n=2 7.5 × 1020 eV 6.4 × 1020 eV 4.7 × 1020 eV

These strong constraints naturally come from the exceptional spectrum of the 2014 flare data-set
where the power law intrinsic emission extends up to 20 TeV. A cross-check analysis using indepen-
dent calibration and reconstruction chains lead to a compatible spectrum. The same LIV analysis
using the EBL model of [5] leads to very similar exclusion limits.

5 Conclusions
The non observation of deviations from standard EBL absorption in the multi-TeV spectrum of

Mrk 501 observed by H.E.S.S. during the 2014 flare allows us to derive strong limits on ELIV in the
photon sector, currently the best limits obtained with an AGN. This confirms the result obtained with
GRB 090510 [22] that standard photon dispersion relation holds up to the Planck energy scale in the
case of linear perturbations, and pushes higher the current limit in the case of quadratic perturbations.
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Abstract. The Large Area Telescope (LAT) on the Fermi satellite is expected to publish

a catalogue with more than 100 Gamma-Ray Bursts (GRBs) detected above 100 MeV

thanks to a new detection algorithm and a new event reconstruction. This work aims at

revising the prospects for GRB alerts with the Cherenkov Telescope Array (CTA) based

on the new LAT results. We start considering the simulation of the observations with

the full CTA of two extremely bright events, the long GRB 130427A and the short GRB

090510, then we investigate how these GRBs would be observed by a particular config-

uration of the array with the telescopes pointing to different directions in what is called

the "coupled divergent mode".

1 The CTA observatory

The Cherenkov Telescope Array (CTA) is a worldwide project aiming at building and operating the
next generation of Imaging Atmospheric Cherenkov Telescopes (IACTs). In its baseline design, two
huge arrays are foreseen, one in the Southern (Armazones, Chile) and one in the Northern (La Palma,
Spain) hemisphere. In its current design, more than 100 telescopes will extend the energy range of
currently operating IACTs especially at higher energies and will improve the sensitivity by about one
order of magnitude with better angular and energy resolutions. In order to achieve these goals, a com-
bination of different types of telescopes is necessary. Large Size Telescopes (LSTs), with a diameter
of 23 m, will observe the energy region between ∼20 and ∼200 GeV, having a compact placement in
both Northern and Southern sites. Near the low-energy threshold, the number of source photons is
relatively high but the Cherenkov image is poor, therefore a few huge telescopes are used to collect

aspeaker, e-mail: elisabetta.bissaldi@ba.infn.it
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faint showers. Medium Size Telescopes (MSTs), with a diameter of 12 m, will be sensitive in the
energy range between ∼100 GeV and ∼10 TeV, arranged on about a km2 area. At these energies, the
Cherenkov signal starts to increase while the source flux rapidly fades, so an intermediate choice for
number and dimensions of the telescopes is optimal. Small Size Telescopes (SSTs), with a diameter
of 4 m, will operate in the energy range between ∼5 and ∼300 TeV, and will cover a 3–4 km2 area.
The current CTA baseline array layout consists of 4 LSTs and 25 MSTs in the Southern Site and 4
LSTs and 15 MSTs in the Northern Site. 70 SSTs will be built only in the Southern site, where most
of the Galactic plane is visible.

2 High-energy GRB observations

Gamma-Ray Bursts (GRBs) represent a very interesting case study in astrophysics, mainly due to
their multi-disciplinary nature. At present time, a GRB can trigger one or more of the dedicated
instruments based on several satellites orbiting around the Earth, such as Swift, Fermi, MAXI or
INTEGRAL. The observed keV-MeV prompt emission may be accompanied by an X-ray, optical or
radio afterglow. Rapid follow-up of the prompt keV-MeV emission is possible thanks to communica-
tion through the Gamma-ray Coordinates Network (GCN), where the GRB position is spread out in
real time to all other observatories. This includes all currently operative IACTs like MAGIC, H.E.S.S.,
and VERITAS. Unfortunately, none of them ever succeeded in capturing a high-energy signal from
a GRB, but several upper limits from a single or from a sample of bursts were published by each
collaboration over the last years.

Current prospects for very high-energy GRB observations by CTA [1, 2] are based on extrap-
olations taken either from the GRB spectral parameters published in the catalogs of the Burst and
Transient Source Experiment (BATSE, 20 keV–2 MeV) and of the Swift Burst Alert Telescope (BAT,
15–150 keV), or from some very energetic GRBs detected by the Fermi instruments before 2012.

Our aim is to expand these samples with the newest results obtained by both instruments on-board
Fermi, namely the Gamma-Ray Burst Monitor (GBM, 8 keV–40 MeV) and the Large Area Telescope
(LAT, ∼30 MeV–300 GeV). We are currently preparing a library of GRBs observed at different post-
trigger epochs, which includes ∼1000 GRBs from the second GBM spectral catalog [3], 35 GRBs
from the first LAT GRB catalog [4], and ∼130 new GRBs from the second LAT GRB catalog (in
preparation, [5]). A subsample of these GRBs also comes with redshift information.

For the highest energy bursts, we extrapolate the flux to CTA energies by assuming that the TeV
flux follows the time evolution of the GeV flux. Here we present the analysis results for two particular
bursts detected by LAT, namely the long GRB 130427A and the short GRB 090510.

3 Simulation of GRB observations

To estimate the detectability of a burst, we make use of the ctools, a software package specifically
developed for the scientific analysis of CTA data (v0.9.0)1.

Our first test case is GRB 130427A, which represents the current record holder of the highest
energy photon ever observed from a GRB (95 GeV). Moreover, it was detected at a low redshift of
0.34 and therefore followed–up by a very large number of telescopes. Observations by VERITAS
began almost 20 hours post trigger and led to an upper limit (UL) of 3.3 × 10−12 erg cm−2s−1. This
UL was used to cross-check our extrapolation to the CTA energies of the spectrum measured by LAT,
which is described by a spectral index γ = -2.2 [6], almost constant from 400 s up to 70 ks post trigger,

1http://cta.irap.omp.eu/ctools/index.html
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Figure 1. Simulations of GRB 130427A with ctools. The camera images are divided into 200×200 bins of

0.02o. The color scale gives the counts/bin after Gaussian smoothing. Left panel: Count map as seen by CTA

North in 10 min starting from 1 ks after the trigger. Right panel: Count map as seen by CTA North in 30 min

starting from 10 ks after the trigger.

Figure 2. Simulations of GRB 090510 with ctools. Binning and color code as in Fig. 1. Left panel: Count

map as seen by CTA North in 100 s starting from 100 s after the trigger. Right panel: Count map as seen by CTA

North in 500 s starting from 1 ks after the trigger.

and by a power-law decay with a temporal index τ = −1.35 (valid for t > 380 s). For each GRB, an
intrinsic spectrum of (dN/dE) ∝ Eγ is assumed.

The second test case is the short burst GRB 090510, also detected by LAT and located at a rel-
atively low redshift of 0.9. In this case, the highest-energy photon detected is a 31 GeV one. The
spectral parameters adopted in the simulation (taken from [7]) are γ = −1.6 for t < 200 s and γ = −2.5
at later times, while the temporal parameter (taken from [8]) is τ = −1.38.

We assume that the bursts are observed on axis with respect to the CTA array and at a zenith
angle θ = 20o, a value provided in the latest CTA large-scale Monte Carlo simulations (Prod-2) [9].
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In each case, we simulated two possible observations by CTA, namely (A) a small time-window at
early post-trigger times, covering the end of the GRB prompt emission period, and (B) a large time-
window at late post-trigger times, covering the GRB afterglow emission period. For GRB 130427A,
we simulated observation (A) lasting 10 min at t = 1 ks post trigger and observation (B) lasting half
an hour at t = 10 ks post trigger. For GRB 090510, observation (A) starts at t = 100 s post trigger
and lasts 100 s while observation (B) starts at t = 1 ks post trigger and lasts 500 s. In the case of
GRB 130427A, we also included the effect of the EBL absorption, using the EBL model of [10]. For
simplicity, in our simulations we extended the spectrum only up to 1 TeV, the maximum energy after
which the source is assumed to be totally absorbed. Therefore, the energy range used in our GRB
130427A simulations is 50 GeV – 1 TeV. In the case of GRB 090510 we neglected the effect of EBL
absorption and limited the energy range to 50–100 GeV, since the burst occured at a higher redshift
than GRB 130427A.

The count maps of the simulated observations of GRB 130427A and GRB 090510 are displayed
in Figures 1 and 2, respectively. In each case, left panels refer to observation (A) and right panels
to observation (B). Count maps were obtained using the ctools functions ctobssim and ctbin and
adopting the official CTA instrument response functions (IRFs)2. We made use of the North_0.5h
IRF for observation (A) and of the North_5h IRF for observation (B). The decision of using a more
conservative IRF for longer observations was driven by the need of reducing the increased background
contribution.
A preliminary ctlike analysis was performed on all simulated observations, getting a significant
detection in cases (A) and (B) of GRB 130427A and in case (A) of GRB 090510. Further analysis of
other bright Fermi GRBs with known redshift is in progress.

In the future, we plan to use different pointing configurations of the array and to study the per-
formance of the “coupled divergent mode” for the CTA observatory, in which pairs of telescopes are
pointing to slightly different positions on the sky. Moreover, we intend to explore deeper the contri-
bution of the MSTs in GRB searches.
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Abstract. As the first detection of Gravitation Wave (GW) event arising from the coa-

lescence of two stellar-mass Black Holes (BH) was announced by LIGO, a new era for

astronomy began. Searches for electromagnetic (EM) counterparts of GW events is of

fundamental importance, as they increase the confidence in the GW detection and help

characterize the parameters of the merger. The Fermi gamma-ray space telescope has the

best sensitivity to simultaneously observe a large fraction of the sky from 10 keV to more

than 300 GeV, providing the unique capability of rapidly covering the entire probability

region from a LIGO candidate.

Here we present observations by the Fermi Gamma-Ray Burst Monitor (GBM) [1] and by

the Large Area Telescope (LAT) [2] of the LIGO Gravitational Wave event GW150914,

which has been associated to the merger of two stellar-mass BHs. We report the presence

of a weak transient event in GBM data, close in time to the LIGO one. We discuss

the characteristics of this GBM transient, which are consistent with a weak short GRB

arriving at a large angle to the direction in which Fermi was pointing. Furthermore, we

report LAT upper limits (ULs) for GW150914, and we present the strategy for follow-up

observations of GW events with the LAT.

1 GBM observations of GW150914

On September 16th, 2015 the LIGO and Virgo collaborations reported that a candidate event had
been identified in data recorded on September 14th [3]. The candidate was subsequently character-
ized as being consistent with a signal from the merger of a stellar-mass BH binary system and was
denominated GW150914 [4]. Although there are no predictions or well established mechanisms for
detectable EM emission from these kind of mergers to guide a search for counterparts in the GBM
data, we carried out a methodical search around the time and sky location of GW150914.

GBM has an instantaneous sky coverage of about 70%, with the remainder blocked by the Earth.
On September 14th 2015, GBM was recording data continuously from nearly 2 hr before to over 7
hr after the GW event, without interruptions due to passages in the South Atlantic Anomaly (SAA).

ae-mail: elisabetta.bissaldi@ba.infn.it
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Figure 1. Model-dependent count rates detected as a function of time relative to the start of GW150914-GBM.

The raw count rates are weighted and summed to maximize the signal to noise for a modeled source. Green data

points are used in the background fit, gold points are the counts in the time period that shows significant emission,

gray points are outside this time period, and the blue point shows an average over the gold points. For a single

spectrum and sky location, detector counts for each energy channel are weighted according to the modeled rate

and inverse noise variance due to background. The weighted counts from all NaI and BGO detectors are then

summed to obtain a signal-to-noise optimized light curve for that model. A likelihood is assigned to each model

by the targeted search based on the foreground counts (in the region of time spanned by the gold points), and this

is used to marginalize the light curve over the unknown source location and spectrum.

GBM did not record any on board trigger around the time of the GW detection, at 09:50:45.391 UT.
The triggers closest in time were from two events on the same day which are consistent with particle
precipitation in or near the spacecraft, at 04:09:23 UT on entering the SAA and at 14:21:34 UT when
Fermi was at high geomagnetic latitude, nearly 6 hr before and 4.5 hr after the GW event, respectively.

There are two offline search pipelines that check for impulsive events too weak to trigger on board
Fermi, or from a sky position unfavorable to the two-detector on board triggering requirement. The
first undirected search is based on analysis of the GBM Continuous Time-tagged Event (CTTE) data
over four energy bands and 10 timescales, and it reported no candidates above the detection threshold
on the day of the GW event. The second directed search is a targeted one [5]. By scanning both
the GW and GBM data it aims to strengthen the significance of a sub-threshold signal in one data
set by the detection of a signal in the other, provided that the false positive rate of the joint search
is characterized and the detection levels in both instruments are selected accordingly. The directed
search of the GBM data is seeded with the time and (optionally) the sky location of any LIGO/Virgo
candidate event. A coherent search over all GBM detectors (NaI and BGO) using the full instrument
response at each sky position is performed over a user-specified time window, assuming one of three
template source spectra, revealing short-duration candidates typically between 0.256 to 8 s in duration.
The candidates are ranked by a Bayesian likelihood statistic.

We searched 30 s of GBM data before and after the LIGO coalescence time for a plausible coun-
terpart and found two candidate events. The first transient, occurring 11 s after GW150914, lasted 2 s,
was visible only below 50 keV and its position was computed to be near the galactic center, well sep-
arated from and incompatible with the LIGO localization region. The second, hard transient occurred
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0.4 s after GW150914, lasted 1 s and was reported in [6] as “GW150914-GBM”. Figure 1 shows the
model-dependent light curve of GW150914-GBM, where the detector data have been summed using
weights that maximize the signal to noise for a given source model, and the unknown source model
itself is weighted according to its likelihood in the data. Using 220 ks of GBM data from Septem-
ber 2015, we calculated the FAR for GW150914-GBM to be 1.6 × 10−4 Hz. After considering both
the frequency of occurrence and the proximity to the GW trigger time, we finally derived a post-trial
false-alarm probability (FAP) of 0.0022 (2.9σ). In the following section we explore whether the GBM
data for GW150914-GBM suggest an astrophysical origin and, if so, whether the source is consistent
with GW150914 or can be attributed to other causes.

1.1 Characteristics of GW150914-GBM

Localization - GBM is capable of localizing an event from an arrival direction beneath the spacecraft,
from which nearly equal count rates are expected in most of the NaI detectors. The rough localiza-
tion of GW150914-GBM spans a region covering 3000 square degrees (68% confidence level) and
places the source direction underneath the spacecraft, at an angle of 163o to the spacecraft pointing
direction. This explains the unusual detector pattern of GW150914-GBM, with all of the individual
detector count rates being slightly above background, simultaneously.
Spectrum - The data for GW150914-GBM imply a weak but significant hard X-ray source with a
spectrum that extends into the MeV range. The count spectrum from the NaI detectors (summed) is
consistent with the count spectrum from the BGO detectors (summed), indicating a reasonable physi-
cal spectrum that peaks in the BGO energy range. In order to compute the GBM instrument response
functions we sample a range of 11 arrival directions along the observed LIGO location arc, using
the data and associated responses for the detectors at each location that are most favorably oriented
to the arrival direction. We find that for all considered directions, a power- law fit to the data from
GW150914-GBM can be constrained. Weighting the sampling along the arc according to the LIGO
localization probability contained near each point on the arc, we obtain a best-fit power-law index
−1.40+0.18

−0.24
and amplitude 0.002+0.002

−0.001
photons s−1 cm−2 keV−1 yielding a fluence between 10 and 1000

keV of 2.4+1.7
−1.0 × 10−7 erg cm−2. These are typical values for weak, short GRBs. If GW150914-GBM

is part of the short GRB population, then its fluence is not atypical but its unfortunate arrival direc-
tion yields only a weak signal in GBM. At the time of the GW event, Fermi was at low geomagnetic
latitude and was not near the SAA. While we cannot exclude a magnetospheric origin for GW150914-
GBM, the observing conditions were not conducive to such an event, nor is the light curve typical of
magnetospheric activity, which is usually manifested as longer and smoother (tens of seconds) bumps
above background. Moreover, using various search techniques, we found (i) no evidence for long-term
steady emission from the direction of GW150914-GBM, (ii) no evidence for contamination by known
sources of hard X-ray emission of any search for emission related to GW150914-GBM, and (iii) no
evidence for non-impulsive emission related to the GW event in the days surrounding the event. A
search for longer-term emission in the months before and after the GW event also revealed no signal.

2 LAT observations of GW150914

Fermi was operating in normal survey mode at the time of the LIGO trigger. Hence, the LAT au-
tonomously observed the entire LIGO localization region within ∼70 min of the GW trigger, indepen-
dently of any notification from LIGO, in the high-energy gamma-ray band. The LAT Collaboration
reported a preliminary search throughout the LIGO localization area that did not reveal any new
gamma-ray sources [7]. Here we describe LAT observations of the localization area of GW150914
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around the time of the trigger. We performed two complementary sets of searches for transient high-
energy gamma-ray emission: automated searches that are performed routinely on all LAT data and
targeted searches in the LIGO localization region on short and long time baselines that exploit the full
sensitivity of the standard LAT analysis chain.

Automated searches to the counterpart for GW150914 were based on three main LAT pipelines:
(i) The Burst Advocate (BA) Tool and the LAT Transient Factory (LTF); (ii) The Automated Sci-
ence Processing (ASP); and (iii) the Fermi All-sky Variability Analysis (FAVA). None of the LAT
pipelines found a possible counterpart to GW150914. During the 6 hr interval containing the LIGO
trigger GW150914, ASP detected (> 3σ) 12 known gamma-ray sources and 3 low-significance (> 1σ)
unidentified transients, none of which were consistent with the LIGO event localization.

For what concerns targeted searches, we checked different time windows by carrying out two
customized analyses of the LAT data, which are based on the standard maximum likelihood anal-
ysis technique used for LAT data. In all of our searches we included in the likelihood model all
sources (point-like and extended) from the LAT source catalog “3FGL” [8] as well as the Galac-
tic and isotropic diffuse templates provided by the Fermi-LAT Collaboration1. We used the Pass 8
P8_TRANSIENTR010E_V6 event class and the corresponding instrument response functions.

2.1 Short-baseline search

This search focuses on the hours immediately after the GW trigger tGW and it is the most likely to find
a counterpart to GW150914 if it is similar to a short GRB (sGRB). We consider a point in the sky
observable by LAT if it is within the 65o radius FoV and has an angle with respect to the local zenith
smaller than 100o. The LAT coverage represents the integral of the probability densities of all points
in the LIGO localization probability map observable by LAT at a given time. It was between 50% and
90% in the hours before the trigger, while at tGW the LAT was unfortunately viewing the opposite side
of the sky from the LIGO localization region. Moreover, the coverage was zero until tGW ∼ 4200. The

1http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html

Figure 2. Flux upper limits (95% c.l.) in the energy range 100 MeV–1 GeV for GW150914 during the interval

T1 (4442–4867 s from tGW ). Left panel: the upper limits map covering the 90% region of the LIGO probability

map. Right panel: the histogram of the upper limits in the map. We assumed a power-law spectrum for the

source, with a photon index α of -2 (typical of afterglows of GRBs; green histogram), -1 (blue histogram), and -3

(red histogram). While the distributions are slightly different for the three cases, the ranges spanned by the upper

limits are largely independent of the photon index.
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time interval tGW + 4442− 4867 s (T1) had a coverage > 90%, while during tGW + 4867− 10, 000 s the
coverage varied between 50% and 98%, decreasing back to zero at around tGW + 10 ks. We searched
for a transient source in the time interval having more than 90% coverage (T1) and we did not find
any significant excess.

We then derived upper limits for the gamma-ray flux of GW150914. Because the sensitivity of the
LAT depends strongly on the angle from the source to the boresight of the instrument, the continuous
variation of the LAT viewing direction in survey mode makes any flux limit for a particular source
position time-dependent. Flux limits are also sensitive to astrophysical backgrounds, particularly in
the Galactic plane, so that positions along the LIGO arc will have different flux limits even for the
same observing conditions. These effects mean that flux limits vary according to both the time of
observation and the position in the localization region. We show a map of the derived upper limits
(95% c.l.) for the gamma-ray flux of GW150914 in the band 100 MeV–1 GeV in the left-hand panel
of figure 2 and a histogram of the upper limits in the right-hand panel, both for interval T1. Assuming
a power-law spectrum for the source with a photon index of α = −2, which is typical for GRB
afterglows at LAT energies, the upper limits we find have a median of 1.7×10−9 erg cm−2s−1, and 5%
and 95% percentiles of 0.9 × 10−9 and 3.7 × 10−9 erg cm−2s−1, respectively. These upper limits are
only weakly dependent on the choice of α as shown in the right-hand panel of figure 2.

2.2 Long-baseline search

In this second search we considered data gathered during a two-month interval centered on tGW . To
increase the number of gamma-rays, we included all photons with energies between 60 MeV and 100
GeV. Because the PSF at 60 MeV is broad, we applied a zenith cut of 95o to further limit Earth limb
contamination. We looked both for a long-duration signal of the order of one day as well as for a
short-duration signal, but not necessarily in strict temporal coincidence with the LIGO trigger. To
this end, we covered the entire 90% probability region provided by LIGO with a set of nine partially
overlapping ROIs, each with a radius of 10o. For the first analysis of the second search, we divided the
data in 10 ks time bins. For each time bin and for each ROI, we calculated a TS map and determined
the location of the grid position with the maximum TS (TSmax). We considered the position of TSmax

as the location of a possible counterpart and we ran an unbinned likelihood analysis adding a point
source at the position of TSmax. This gave a value of TSsrc (which is normally similar to TSmax). In
these maps derived from low-statistics data, single high-energy gamma-rays can cause a high value
of TSmax. To reduce the number of false positives from random coincidences, we required that the
number of photons Nγ that have a probability larger than 0.9 to be associated with the candidate
counterpart to be greater than 2. No excesses met this requirement. We repeated the same analysis
considering time bins of one day and again did not find any significant excess. We also considered the
possibility of excesses over shorter timescales (< 1 hr), similar to the typical duration of high-energy
emission from GRBs but not in temporal coincidence with the GW trigger. We calculated the entry
and exit times for each ROI in the FoV of the LAT (a “FoV passage”), requiring that the distance
between the LAT boresight and the center of the ROI be <60o. In standard survey mode the duration
of a FoV passage varies from a few hundred seconds to nearly one hour. Because we do not know
if an EM signal would be in temporal coincidence with the GW signal, we searched for possible
excesses in every passage, corresponding to a total of 6615 passages for each ROI. We did not detect
any significant excess in any of the passages before or after tGW for any ROI.

To validate our interpretations of TS values we performed a detailed Monte Carlo simulation of
two months of data (the same interval used in our analysis). The actual pointing history of the satellite
was used; therefore, the correct exposure of the sky was automatically taken into account. All of
the sources from the 3FGL catalog were kept fixed at their 3FGL catalog fluxes. As a result, the
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simulation is suitable for computing the distribution of TS under the null hypothesis that no transient
signal is present. With the simulated data we repeated exactly the same analysis used on real data
previously described. The Monte Carlo distributions proved to be a good match to the distributions
of the TSsrc values obtained from the flight data and the good absolute agreement is consistent with
no statistically significant transient counterpart being present in the flight data. Also, given the large
number of trials, relatively high values of TS can be obtained in Monte Carlo simulations even if no
transient signal was added.

3 Conclusions

Future joint observations of GW events by LIGO/Virgo and Fermi-GBM could reveal whether the
weak transient GW150914-GBM is a plausible counterpart to GW150914 or just a chance coinci-
dence. As advanced LIGO begins operations, we eagerly anticipate the detection of gravitational
waves in coincidence with a gamma-ray signal from GBM and LAT, likely from a short GRB arising
from the merger of two neutron stars. Offline searches for weak GRBs that fail to trigger on-board
Fermi indicate that additional short GRBs can be detected in the GBM data and dedicated analysis of
LAT data can results in sub-threshold detections that can greatly improve our knowledge of the source
of GW events and affect follow-up strategies for counterpart searches by other observers.
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Measuring space-time fuzziness with high energy γ-ray detec-
tors

Paolo Walter Cattaneo1,a and Andrea Rappoldi1,b

1INFN Pavia, Via Bassi 6, Pavia, I-27100, Italy

Abstract. There are several suggestions to probe space-time fuzziness (also known as
space-time foam) due to the quantum mechanics nature of space-time. These effects are
predicted to be very small, being related to the Planck length, so that the only hope to
experimentally detect them is to look at particles propagating along cosmological dis-
tances. Some phenomenological approaches suggest that photons originating from point-
like sources at cosmological distance experience path length fluctuation that could be
detected. Also the direction of flight of such photons may be subject to a dispersion such
that the image of a point-like source is blurred and detected as a disk. An experimentally
accessible signature may be images of point-like sources larger that the size due to the
Point Spread Function of the instrument. This additional broadening should increase with
distance and photon energy. Some concrete examples that can be studied with the AGILE
and FERMI-LAT γ-ray satellite experiments are discussed.

1 Theoretical framework

The theoretical framework used as reference is presented in [1] and references therein [2–6].
A highly simplified view is the following: a unified point of view of general relativity and quantum

mechanics implies that at the the Planck scale, ℓP =
√
!G
c3 , space-time cannot be treated as smooth

and structureless. It would rather appear like quantum foam, whose features are unknown both at the
theoretical and experimental levels.
Even if a quantitative experimental prediction of the influence of this quantum foam is beyond the
existing theoretical framework, some phenomenological approaches are attempting qualitative pre-
dictions that are potentially subject to experimental measurements.
Following [1, 7], we assume that the accuracy with which a length ℓ can be measured due to fluctuation
of the space-time is

δℓ ∼ Nℓ(1−α)ℓαP (1)

where N ∼ 1 and α ≤ 1 is a parameter defining different space-time models. The models discussed in
[1] suggest values α ∈ ( 1

2 ,
2
3 ) depending on the assumptions.

The goal would be to study variation of a fraction of wave length over astronomical scale. That seems

aCorresponding author. e-mail: paolo.cattaneo@pv.infn.it
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an impossible task at first sight; it is so if we interpret Eq.1 in term of variation of time of arrival of
the different photons

δt ∼ δℓ/c ∼ Nt(1−α)tαP (2)

where tP =
√
!G
c5 ∼ 5.4 × 10−44 s is the Planck time.

The best result in this line of thought is due to FERMI-LAT [8] that sets limits on the spread of time
arrival due to quantum effect δt ≤ 1 s for a propagation time t ∼ 7 × 109 y. This result sets a limit
α > 0.3 that is not very significant.
A much more powerful approach relies on the fact that different parts of the photon wave front traverse
different parts of the space-time foam and experience different path length fluctuations. That results
in different phases on the spherical front of the wave that, at the time of interaction with the detector,
results in the direction perpendicular to the front (the photon direction) fluctuating randomly. That
translates in an angular uncertainty

δψ ∼ N(ℓ/λ)(1−α)(ℓP/λ)α (3)

This angular uncertainty can be measured at wave lengths from optical to radio and, at some extent,
in the soft X-ray, using interference techniques (see [1] for discussion). Figure 1 shows the angular
resolutions of several telescopes versus the wave length.
A complementary approach relies on making use of high energy γ-rays, that permit the measurement
of the photon direction on an event by event basis. Existing detectors, based on conversion in e+ − e−
pairs provide resolutions O(1◦) or less in the energy range Eγ ≥ 100 MeV (see [9] for AGILE, [10]
for FERMI-LAT).
Figure 1 reports approximate estimations of the angular resolutions for such experiments. It demon-
strates that high energy γ-ray detectors offer the opportunity of exploring a region of the parameter
space otherwise inaccessible.

2 Experimental search
The search of space-time foam could make use of AGILE and FERMI-LAT data looking at extra-
galactic sources far away such that their transverse size is small in comparison to the detector resolu-
tion. Being the γ-ray detector resolutions much worse than those of optical telescopes, that is easier.
The images from these sources should be carefully reconstructed and compared with the PSF of the
detectors. The detector resolutions must therefore be carefully measured and simulated on ground and
in flight.
If the measured sizes exceed the expected angular resolutions and if this trend increases (linearly)
with the distance and with the energy, it would be a strong sign of quantum mechanical effects on the
propagation of photons through space-time foam.
The dependency on the distance can be studied measuring the spot sizes for different extra-galactic
sources at different distances while the dependency on the energy can be studied separately for each
source as long as the spot sizes can be determined with sufficient statistics.
In Fig. 2 the angular resolution of the FERMI-LAT and AGILE detectors are shown versus the energy
compared with the blurring due to space-time foam for α = 0.75 and z = 1. The effect should be
detectable above a few GeVs.

3 Conclusions
The quantum mechanics nature of space-time is possibly subject to experimental investigation study-
ing the path length fluctuations due to the space-time foam. The smallness of these effects require
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Figure 1. The detectability of various models of foamy space-time with existing and planned telescope/detectors.
Diagonal tracks are shown for four models of foamy space-time, namely α= 0.5, 0.6, 2/3, 0.75 for z = 1 and 4
(respectively the lower and upper tracks for each model) and N = 1.9. Also shown are the observing ranges and
resolution limits (i.e., PSF size) for a wide variety of telescopes/detectors, both current and planned.

measurements on astronomical scale. The size of a point-like source is expected to increase with dis-
tance and energy. That makes attractive high energy γ-ray detectors with good angular resolution to
study so far unexplored regions of the parameter spaces. An approximated estimation of the capability
of investigating space-time foam with AGILE and FERMI-LAT detectors is provided.
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Abstract. The Italian National Institute for Nuclear Physics (INFN) is involved in the
development of a prototype for a camera based on Silicon Photomultipliers (SiPMs) for
the Cherenkov Telescope Array (CTA), a new generation of telescopes for ground-based
gamma-ray astronomy. In this framework, an R&D program within the ‘Progetto Pre-
miale TElescopi CHErenkov made in Italy (TECHE.it)’ for the development of SiPMs
suitable for Cherenkov light detection in the Near-Ultraviolet (NUV) has been carried out.
The developed device is a NUV High-Density (NUV-HD) SiPM based on a micro cell of
30 µm × 30 µm and an area of 6 mm × 6 mm, produced by Fondazione Bruno Kessler
(FBK). A full characterization of the single NUV-HD SiPM will be presented. A matrix
of 8 × 8 single NUV-HD SiPMs will be part of the focal plane of the Schwarzschild-
Couder Telescope prototype (pSCT) for CTA. An update on recent tests on the detectors
arranged in this matrix configuration and on the front-end electronics will be given.

1 Characterization of the NUV-HD SiPM

A first extensive test campaign was conducted at the end of 2015 at the INFN laboratory of the Physics
Department of Bari and it was devoted to the study of the NUV-HD SiPM produced by FBK [1] with
pixel size of 30 × 30 µm2 and with area of 6 × 6 mm2, in single configuration. All tests were performed
in a dark box at room temperature (i.e., at 25 oC). In order to characterize the SiPM, we illuminated
it with laser LEDs at 300 nm, 345 nm, 380 nm and 460 nm. The current signal was converted to a
voltage signal by the op-amp based trans-impedance amplifier AdvanSiD [2], which includes a pole-
zero compensation network. We obtained the distribution of signal events by analyzing the aquired
waveforms in terms of amplitude and in terms of charge. Two distributions for 8 V of overvoltage
(OV) are shown in figure 1. The left panel displays the histogram of the maximum amplitude of each
waveform, while the right panel shows the histogram obtained by integrating the waveform from the
onset of the signal up to a certain integration time tint. Here we chose tint = 75 ns. We then performed

aspeaker, e-mail: elisabetta.bissaldi@ba.infn.it
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Figure 1. Distribution of signal events of the 6×6 mm2 NUV–HD SiPM illuminated by a 380 nm LED and with
OV = 8 V, expressed in terms of amplitude (left panel) and in terms of charge (right panel). The superimposed
red line represents a Multi–Gaussian fit to the first seven photoelectron peaks.

a systematic study of the SiPM gain and of the first peak signal-to-noise ratio (SNR1) as a function of
the integration time. Looking at the results shown in the left panel of figure 2, we can conclude that
integration times in the interval 50 ns – 75 ns represent a good compromise for obtaining high gains
with a good SNR. Moreover, our tests reveal a uniformity in the behavior of the device in terms of
gain. The right panel of figure 2 shows the gains versus OV calculated for different integration times
and using all LEDs. The average of the slopes obtained for each wavelength is the gain g, expressed in
fC/V. Small deviations among wavelengths are seen for long integration times and high biases. This
effect is probably due to the fluctuations in the waveform tail.
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Figure 2. Left panel: SiPM gains (blue dots) and SNR1 (red triangles) of the 6×6 mm2 NUV–HD SiPM illumi-
nated by a 380 nm LED and with OV = 8 V, displayed as a function of the integration time. The connecting lines
do not represent fits and just connect subsequent points. Right panel: Gain versus OV, calculated considering
different integration times and using four different LEDs.
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2 Dark count rate analysis

In order to study the dark count rate, we performed a second set of test campaigns, which were
conducted in a climate chamber located at the SITAEL laboratory [3]. The chamber was operated
in complete darkness between -40 oC and +40 oC. The waveform analysis was performed first by
filtering the signal and then by applying the differential leading edge discriminator (DLED) method
[4]. In this way we obtained a baseline-compensated signal by calculating the difference between
the measured signal and its delayed replica. We chose a delay ∆t = 560 ps. The DLED analysis for
T = 0 oC and OV = 6 V is shown in the top left panel of figure 3. We then selected those filtered
peaks which rise above a threshold set at about half of the single dark photoelectron (PE) height. In
the top right panel of figure 3 we show the density plot of the obtained peak distribution versus the
time distance between successive peaks. The horizontal distributions correspond to the first, second,
third, etc. dark PEs (from bottom to top). A histogram of the dark PE distribution is given in the
bottom left panel of figure 3. The mean time between single dark PEs is about 2 µs (see bottom
right panel of figure 3), which is negligible with respect to the single PE rates due to the night sky
background. In order to perform a full characterization of the forward and reverse bias, we also tested
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Figure 3. Top left panel: Waveform analysis of the dark signal for T = 0 oC and OV = 6 V before (top) and after
(bottom) the application of the DLED method with a delay ∆t = 560 ps. Top right panel: Density plot of the
peak distribution versus the time distance between successive peaks. Bottom left panel: Histogram of the dark
PE distribution. Bottom right panel: Temporal distribution of the single dark PEs. The dotted red line indicates a
mean value of about 2 µs.
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Figure 4. Forward IV-characteristics of 1×1 mm2 SiPMs with 30 µm (blue curves) and 40 µm (red curves) cell
sizes. Saturation current (middle panel) and quenching resistance (last panel) versus temperature (same color
code).

in the climate chamber some SiPMs with a smaller area (1×1 mm2) and two different cell sizes (30
µm and 40 µm). We derived the forward IV-characteristics, which are shown in the first panel of
figure 4. From the data fitting we deduced the evolution of the saturation current (middle panel) and
of the quenching resistance (last panel) as a function of the temperature for both devices (blue and red
curves). This represents a crucial step towards a correct modeling of the SiPM equivalent circuit, in
order to optimize the preamplifier design, i.e. getting a short signal within 10 ns.

3 SiPM in matrix configuration

Finally, we performed an analysis of our NUV-HD SiPMs arranged in an 8×8 matrix configuration.
We tested the reverse IV-characteristics of all 64 matrix channels and demonstrated that the breakdown
voltages have a uniform behavior [5]. Moreover, we measured waveforms at different OVs by covering
all but one channel with a black mask. We found that the SNRs vary between 1.5 and 5.5, whereas
amplitudes are characterized by a variation of a few percent. It is interesting to note that the amplitude
is generally lower if compared with the previous technology of NUV SiPMs [6]. This fact makes the
NUV-HD SiPMs with 6×6 mm2 area suitable detectors for the pSCT, if coupled to electronics able to
detect and process positive current signals of a few millivolts per photoelectron.
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Abstract. The JUNO Jiangmen Underground Neutrino Observatory, a 20 kton multi-purpose 
underground liquid scintillator detector, has been proposed and approved for realization in the 
south of China. In this work I describe first the broad physics capabilities of the experiment, 
which include the crucial measure of the neutrino mass hierarchy, the high precision 
determination of three oscillation parameters, and a rich astroparticle program. Then, I give the 
details of the mass hierarchy determination procedures and an outlook on the progress and 
schedule of the experiment.  

1 Introduction 

In the global context of the future neutrino oscillation studies, the JUNO detector [1] will play a 
central role on two aspects: the determination of mass hierarchy and the precise measurements of the 
solar oscillation parameters, i.e. , , as well as of the atmospheric squared mass 
difference . 

JUNO is designed and realized as a huge liquid scintillator detector, therefore exploiting a mature 
and well proved technology, which has already provided fundamental contributions to the neutrino 
oscillation study through several implementations (Borexino [2], KamLAND [3], Daya Bay [4], Reno 
[5] and Double Chooz [6] being the most recent examples). It will base its measurements on the 
detection of the global antineutrino flux coming from the cores of two nearby nuclear complexes, 
Yangjiang and Taishan, located at about 53 km from the experimental site. 

The program will be complemented by an ensemble of astroparticle physics measurements, which 
will significantly enhance the physics potential of JUNO. 

2 Summary of characteristics and of physics goals 

JUNO will join the renowned, long tradition family of reactor neutrino experiments based on the 
scintillation technology, whose first well known example was the Savannah River experiment, with 
which Cowan and Reines revealed for the first time the (anti)neutrino particle. 

In Fig. 1 there is the summary of reactors’ results accumulated so far, expressed as ratio of 
observed over expected events, contrasted with the prediction from the oscillation survival probability 
function. On the horizontal axis the reactor-detector distance is reported; the plot shows the well-
known fact that at small distance the impact of the oscillation phenomenon on the detector count rate 

a Corresponding author: gioacchino.ranucci@mi.infn.it 
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is not visible, while it starts to manifest from roughly little less than 1 km baseline. At the special 
distance of 53 km the count rate suppression, mainly driven by the solar oscillation parameters, is 
maximal, therefore creating the best condition to study the interference effect governed in turn by the 
atmospheric mass squared difference, which is responsible for the ripple superimposed on the count 
rate suppressed profile. This is, therefore, the rationality beyond the choice of the optimum site and 
distance between JUNO and the emitting anti-neutrino cores.

Figure 1. Summary of past reactors’ results as ratio of observed to expected count rate, together with the 
predicted JUNO point. 

To fully exploit this optimal baseline, in order to perform an effective and successful measurement 
of the mass hierarchy, the detector must be endowed with two essential characteristics: large mass to 
perform a high statistic measurements, and stringent energy resolution to clearly distinguish the ripple 
induced by the atmospheric mass squared term. The two key numbers in this respects are the total 
mass of 20 kton of liquid scintillator, and the energy resolution of 3% at 1 MeV, which represent, 
therefore, the major technical features which characterize the experiment.

In term of physics reach, JUNO thanks to its large mass can tackle a plurality of measurements. 
Beyond mass hierarchy and precision determination of neutrino oscillation parameters, it can provide 
fundamental results concerning many hot topics in the astroparticle field. An incomplete list 
comprises supernova burst neutrinos, diffuse supernova neutrinos, solar neutrinos, atmospheric 
neutrinos, geo-neutrinos, sterile neutrinos, nucleon decay, indirect dark matter search, as well as a 
number of additional exotic searches, as thoroughly illustrated in the physics program of the 
experiment (yellow book), published in [7].

3 Basic features of the program: detector structure, location and 
Collaboration

In term of implementation characteristics, JUNO is a spherical unsegmented liquid scintillator 
detector that will push such a technology beyond the present limit, as far as the mass (20 kton) and the 
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resolution (3%) are concerned. Succinctly, the detector can be described as a large spherical acrylic 
vessel, which will hold the scintillator volume, contained in turn in a water pool, to ensure adequate 
shielding against the gamma radiation and neutrons from the rock. 

The vessel will be surrounded by a stainless steel truss which will perform the twofold task to 
sustain the vessel, by relieving its internal stress, and to provide the anchor support for the 18000 20” 
photomultipliers observing the scintillation photons. The light detection system will comprise also an 
additional set of 3” PMTs, up to 36000, which will be used for calibration purpose and to cross check 
the performances of the main PMTs, with the scope to control and reduce the systematic effects of the 
measurements performed by the main 20” PMT system. 

Moreover, the shielding water around the acrylic vessel will be converted into a Cherenkov 
detector, being instrumented with about 2000 phototubes, which will detect the muon induced 
Cherenkov light. Such an arrangement, together with the top tracker that will be deployed on the roof 
of the detector itself, will allow an efficient muon veto capability, an essential feature at the planned 
shallow depth of the experiment, i.e. 700 m. 

JUNO has been approved in China at the beginning of 2013 and has been later joined by groups 
from all over the world. Currently the Collaboration encompasses 66 institutions from Asia, Europe 
and America, with more than 450 researchers, and it is still expanding. 

The experiment is located in the South of China, Guangdong province, Jianmeng County, Kaiping 
city, at 53 km from the two sites of Yangjian and Taishan, where 6 and 4 nuclear cores are planned, 
respectively. By 2020 according to the construction schedule of the plants 26.6 GW will be installed 
(2 cores will be missing at Taishan), while eventually the total power of 35.8 GW will be available. 

4 How to infer the mass hierarchy

The observable quantity from which the mass hierarchy will be inferred is the positron spectrum 
detected in the liquid scintillator, stemming from the Inverse Beta Decay reaction through which 
antineutrino detection will occur. Specifically, the determination of the mass hierarchy relies on the 
identification on such a spectrum of the “imprinting” of the anti-!e survival probability. 

The Inverse Beta Decay Reaction a là Cowan Reines is the following

        (1)

The energy deposited by the positron in the scintillator, i.e. its kinetic energy plus the total 1.022 
keV energy of the two annihilation gammas, reflects faithfully the energy of the incoming anti-
neutrinos

      (2)

is, thus, the specific measurement output to be analyzed for the hierarchy evaluation.  
The time coincidence (mean difference of the order of 250 "s) between the positron event and the 

# ray from the subsequent neutron capture on protons allows to identify effectively the occurrence of 
neutrino detection and to pick up the positron scintillation signal, even in presence of uncorrelated 
background.  

In order to describe the specific algorithm through which the MH can be unraveled, we resort to 
the electron (ant)neutrino survival probability, which in a full three flavor framework can be written as

     (3) 

exploiting the approximation , and assuming 
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The sign flip in front of the last term of eq. (3) is due to the hierarchy: positive for direct hierarchy, 
negative for the inverse one. The presence in this term of the multiplicative factor 
questioned the effectiveness of this methodology, proposed for the first time in [8], until the $13

experimental determination from Daya Bay, Reno and Double Chooz. Indeed, should $13 have been 
resulted close to 0, the last term of the Pee expression would have been vanishing small, making the 
proposed approach unfeasible. In reality, the discovery that $13 is actually very close to the previous 
Chooz limit [9], opened the door to the actual implementation of the method.

The effect of Pee on the reactor spectrum is shown in Fig. 2; the y axis is proportional to the event 
rate, while on the x axis the ratio L/E_nu is reported. The dashed line is the un-oscillated spectrum; 
the continuous black line is the spectrum distorted and suppressed as effect of the “solar” oscillation: 
it is this large effect the key for the very precise determination of the two “solar” mixing parameters 

and . 
The blue and red lines superimposed on the smooth black line, instead, display the effect of the 

interference term driven by the atmospheric mass squared difference. The frequency of the ripple 
depends on (which therefore can also be determined with high accuracy from the precise 
“tracking“ of the ripple itself), while its phase is linked to the MH, as shown by the reciprocal shift of 
the blue and red lines in the figure. Unraveling the phase of the ripple, hence, is the clue for the MH 
determination. Quantitative assessments show that this method can lead in JUNO to a 
4%&discrimination capability between the true and wrong hierarchy in 6 years of data taking.

Figure 2. Effect of Pee electron neutrino survival probability on the reactor spectrum. 

5 JUNO progress and schedule

The experiment is scheduled to start data taking in 2020. The ground breaking signalling the start-
up of the excavation occurred in January 2015. So far, more than half of the slope tunnel (900 out of 
1340 m) and about half of the vertical shaft (300 out of 611 m) have been excavated. The former will 
allow to bring the scintillator underground, the latter will enable access of personnel and construction 
materials.
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The civil construction is foreseen to be completed by about middle of 2018, included the large 
experimental hall. The preparation of the detector components, e.g. phototubes, acrylic panels, etc., 
has started in the current year 2016 and will encompass the whole 2017 and part of 2018, while the 
global onsite installation will be completed by the end of 2019. All this is in line to ensure scintillator 
fill and start-up of data taking within the targeted 2020 year.
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Results from the ANTARES neutrino telescope

Agustín Sánchez Losa1,a on behalf of the ANTARES Collaboration

1INFN - Sezione di Bari, Via Edoardo Orabona 4, 70125 Bari, Italy

Abstract. The ANTARES detector is an underwater neutrino telescope, the largest in the

Northern Hemisphere and the first one ever built under the sea, located in the Mediter-

ranean Sea 40 km off the Southern coast of France, at a depth of 2.5 km. It comprises

885 photomultiplier tubes distributed along twelve detection lines. The signal due to

neutrinos is searched by reconstructing the tracks of secondary particles produced in the

surroundings of the detector. The detector is in data taking with its final configuration

since 2008. It is aimed at identifying the sources, either steady or flaring, of cosmic

neutrinos, and is also suitable for detection of dark matter within the Sun and/or Galac-

tic Centre. ANTARES can contribute in the confirmation of the cosmic neutrino flux

observed by IceCube, being particularly competitive for the Galactic Centre, and in gen-

eral for galactic sources, due its latitude and at lower energies and softer spectra due its

configuration. Several multi-messenger analyses have been also attempted, including the

search of coincidence signals of neutrinos with gravitational-waves. Additional topics in-

clude neutrino oscillations or the search of exotic particles, like nuclearites and magnetic

monopoles. Results from the latest analyses are presented.

1 Introduction

ANTARES [1] is the largest underwater neutrino telescope on the Northern Hemisphere. It has been
taking data smoothly in its final configuration since 2008 and is placed on the seabed at 40 km off the
coast of Toulon (France) with an instrumental volume of approximately 0.01 km3 distributed between
2.5 and 2.0 km depth on the Mediterranean Sea. It consists of 885 10′′ photomultipliers distributed
in a three-dimensional matrix in such volume that primarily reconstructs the muon tracks that cross
its volume, in some occasions the result of a charged-current interaction of a νµ in the vicinity of the
detector. Its main purpose is to discover the origin of high energy cosmic neutrinos while at the same
time give an answer to other mysteries like the dark matter nature and other phenomena.

In the following, the latest highlighted ANTARES analysis are reported, which are point source,
diffuse flux, multi-messenger (section 2 to 4 respectively) and dark matter analyses (see contribution
[2] in this conference). Some analyses are explained in detail when not covered in other contributions
of the conference, providing the latest upper limits of ANTARES.

2 Point sources

Point source searches is one of the main neutrino telescope analyses. They could resolve the source
or sources responsible of the excess observed by IceCube [4].

ae-mail: agustin.sanchez@ba.infn.it
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Figure 1. Combined upper limits for E
−2 (left) and E

−2 exp−
√

E/100TeV (right) for the first combined IceCube-

ANTARES point source analysis [3].

In a previous analysis [5], ANTARES constrained the extension of a possible source responsible
of the IceCube cosmic neutrino flux observed close to the Galactic Centre, in particular a source
with a Gaussian-like extension smaller than 0.5◦ for declinations below −11◦ and smaller than 1◦ for
δ ! −33◦ for a E

−2 spectrum. In a recent update [6], these limits have been extended to softer spectral
indexes up to a E

−2.5 spectrum, disfavouring an origin of the IceCube signal for a point-like source
with these spectra.

The TANAMI collaboration reported observations of 6 bright blazars locally compatible with the
2 first PeV IceCube events IC14 (Bert) and IC20 (Ernie). ANTARES realised a point source analysis
of these 6 sources in collaboration with TANAMI [7] in order to discover or constrain them as possible
source of the Ice Cube events, excluding at a 90% confidence level such possibility unless the neutrino
spectrum is softer than −2.4.

2.1 IceCube-ANTARES combined analysis

For the first time, a combined IceCube-ANTARES analysis has been performed [3] on the Southern
Sky by using muon tracks detected by both experiments from Jan 29, 2007 to Dec 31, 2012 for
ANTARES and from Apr 5, 2008 to May 13, 2011 for IceCube, including its IC-40, IC-59 and IC-79
configurations. This joint analysis summed up the great statistics of IceCube with the privileged
ANTARES sensitivity for the Southern Sky (including the Galactic Centre) and lower energies (i.e.
soft spectra) and its good angular resolution.

From the IceCube data 146,018 Southern-sky track-like events were selected, while 4,136 tracks
were selected from ANTARES. An unbinned maximum likelihood ratio estimation has been used
to evaluate them in the search of a possible signal excess, weighting each detector contribution as a
function of their acceptances.

A full Southern-sky search and a candidate list search of 40 Galactic and extra-Galactic sources
have been carried out finding no statistically significant excess in both searches. The most significant
cluster is located at equatorial coordinates α = 332.8◦, δ = −46.1◦ with a post-trial significance
of 24%. From the candidate list, HESS J1741-302 shows the lowest p-value, with a 11% post-trial
probability of being produced by the background. In figure 1 the combined upper limits are shown,
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Figure 2. Left: ANTARES combined sensitivity for tracks and showers with data collected between 2007 and

2013. Right: Cumulative two-point distribution over 10 days for the time correlation analysis. The green area cor-

responds to the standard deviation of each bin of the cumulative distribution, in the background only hypothesis

while the two-point cumulative distribution for the unblinded dataset is represented in blue.

where both detectors contributed to improve the limits that the respective datasets would have achieved
separated.

2.2 Point source update

The first ANTARES point source analysis including the shower channel has been performed [8] with
data between 2007 and 2013, comprising 1690 days of live-time. 6490 tracks and 172 showers with a
median angular resolution of 0.3◦ and 3◦ respectively, have been selected for a full sky and candidate
list search. It has been estimated a ∼10% contamination of atmospheric muons for the shower channel.
The candidate list included 54 Galactic and extra-Galactic sources, the Galactic Centre and 8 IceCube
muon tracks [4].

The most significant cluster found is at equatorial coordinates α = 311.7◦, δ = −48.3◦ with a
post-trial 1.3σ significance and the source with the largest excess was HESS J0632+057 with a 0.75σ
post-trial significance. In the absence of a signal excess, upper limits on the neutrino fluxes have been
set (see figure 2 left).

3 Diffuse fluxes

Diffuse flux searches look for cosmic neutrino fluxes that do not presume a point source origin, but an
extensive region or even no location dependence at all. Therefore, they suffer of a larger background
than the point source searches but are not constrained to any source origin.

For the first time, a search for an cosmic neutrino diffuse flux using both muon tracks and shower
events in ANTARES has been carried out, using data between 2007 and 2015, where 7 events have
been observed with 5 events expected from background and 2 from an IceCube flux. Results and
used methods are covered in contribution [9] in this conference. Also there, an update is presented
for a dedicated analysis of neutrinos coming from the Fermi bubbles [10], with ANTARES muon
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tracks reconstructed in the period 2007–2015 and a 1σ excess, and the search of a neutrino diffuse
flux coming from the Galactic Ridge [11] with 2007–2013 data, where 2 events were observed with
3.7 expected from background.

3.1 Time correlation with IceCube HESE

A search of ANTARES neutrinos in temporal coincidence with IceCube High-Energy Starting Events
(HESE) and space compatible has been carried out. The analysis [12] uses ANTARES tracks oc-
curred between May 2010 and November 2012 for E

−2.5 to E
−2 spectra in coincidence with the 8 Ice-

Cube HESE [4] that are within 45◦ from the Galactic Centre during that period. This is done by a
two-point time-spatial correlation function without need of a prior on the burst timing structure nor
on the electromagnetic emission, providing an effective way to acquire information on the possible
origin of the IceCube astrophysical signal from a transient source.

The ANTARES event selection criteria have been optimized through Monte-Carlo simulations
to reach a constant neutrino candidate rate over time. This has been done with a Model Discovery
Potential optimization on the cut on the track quality parameter for each of the five sub-samples of
optical module mean counting rates chosen for the analysis. The signal model used has been the
IceCube flux as reported in [13]. These sub-samples reflect different data taking conditions regarding
its data quality. The selection of data this way lead to a final sample consisting of 4337 events.

ANTARES results show a fluctuation with at least a 35% probability of being of background
origin. Thus, no significant correlation has been found. Comparison between data and background
(see figure 2 right) shows that the largest deviation between the two-point distributions corresponds to
a time scale of 6.1 days, being this the most likely time scale of a possible transient signal responsible
of the selected IceCube events.

4 Multi-messenger

The search for neutrinos in coincidence with other astronomical messengers allows to reduce the
amount of signal required for a discovery under the assumption of a correlation in both messenger
productions.

With the discovery of the first gravitational-wave, GW150914 [14], possible high energy neutrino
events in coincidence have been searched in a joint analysis of ANTARES with the IceCube collabo-
ration [15]. The neutrino follow-up of this gravitational-wave and of two IceCube HESE event alerts
are described in detail in contribution [16] in this conference.

On a different approach, the Telescopes-ANTARES as Target of Opportunity [17, 18] (TAToO)
multi-wavelength follow-up program has studied more than 200 high energy neutrino alerts with op-
tical follow-ups (with the optical robotic telescopes TAROT, ROTSE and MASTER) since mid-2009
and 12 alerts with X-ray follow-ups with the Swift-XRT instrument since mid-2013. The results
of these analyses are presented in contribution [16] in this conference, with a recent update of the
Murchinson Widefield Array (MWA) radio follow-up of two neutrino alerts.

A new analysis evaluating two promising GRB neutrino emission models, internal shock [19] and
photospheric [20] ones, has been carried out. On this analysis, neutrinos were searched for coinci-
dence with four of the brightest GRBs visible by ANTARES between 2008 and 2013: GRB080916C,
GRB110918A, GRB130427A and GRB130505A. The details of this analysis are extended in contri-
butions [21] and [22] of this conference.
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Figure 3. Upper limits at 90% C.L. on (left) the neutrino fluence for the 33 X-ray binary candidates and 8 hard-

ness transition state sources and (right) on the neutrino energy flux for the microquasars studied considering a

E
−2 exp−

√
E/100TeV spectra, compared with the expectations from [23].

4.1 X-ray binaries

A time-dependent search looking for possible Galactic high energy neutrino sources has been per-
formed, testing X-ray binaries as possible candidates, using ANTARES muon tracks reconstructed
from 2008 to 2012 [24]. This analysis completes one carried out for blazars as extra-Galactic transient
neutrino source candidates [25] with similar methodology and updates one precedent where six micro-
quasars were studied [26].

The search for cosmic neutrinos has been carried out during flaring periods deduced with Bayesian
block time-series analysis methods [27] from X-ray emission light curves measured on 33 X-ray bi-
nary candidates by the Swift/BAT 1 telescope, completed with data from RXTE/ASM 2 and MAXI 3

instruments. Additionally, hardness transition states on 8 X-ray binaries have been considered. The

tested spectra are E
−2 and E

−2 exp−
√

E/cut−o f f with 10 TeV and 100 TeV cut-offs. ANTARES data
selection is based on a Model Discovery Potential optimization. The devised maximum likelihood
ratio analysis considered also a possible lag between the neutrino and the electromagnetic signals.

The data unblinding provided no significant excess, with the most significant fluctuation corre-
sponding to GX1+4 with a 74% post-trial probability of being produced by the background. Upper
limits have been computed on the neutrino fluence and on different neutrino flux model parameters
found in the literature (see figure 3).

5 Conclusions

The latest ANTARES analyses have provided numerous constrains to the possible origin of the Ice-
Cube signal, from Galactic to extra-Galactic candidates, point sources or extended ones, and even
limits on a possible transient nature. Not to mention the latest dark matter analysis, which proved
to be very competitive on the exclusion of certain dark matter candidate parameters. In the future,
KM3NeT will take over of its contribution to the neutrino astronomy, as it has been presented on
contribution [28] in this conference.

1http://swift.gsfc.nasa.gov/results/transients
2http://xte.mit.edu/ASM_lc.html
3http://maxi.riken.jp
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Follow-up of GW150914 and multi-messenger studies of tran-
sient astrophysical sources with the ANTARES neutrino tele-
scope

Alexis Coleiro1,a on behalf of the ANTARES collaboration
1APC, Université Paris Diderot, CNRS/IN2P3, CEA/Irfu, Observatoire de Paris, Sorbonne Paris Cité, 10 rue
Alice Domon et Léonie Duquet, 75205 Paris Cedex 13, France.

Abstract. By constantly monitoring at least one complete hemisphere of the sky, neu-
trino telescopes are well designed to detect neutrinos emitted by transient astrophysi-
cal sources. In particular, the ANTARES telescope is currently the largest high-energy
neutrino detector in the Northern Hemisphere. Searches for ANTARES neutrino can-
didates coincident with multi-wavelength and multi-messenger transient phenomena are
performed by triggering optical, X-ray and radio observations immediately after the de-
tection of an interesting ANTARES event and also by looking for neutrino emission spa-
tially and temporally coincident with transient astrophysical events detected across the
electromagnetic spectrum or with new messengers as gravitational-wave signals. The lat-
est results of the multi-messenger analyses performed with ANTARES will be presented
in this contribution. In particular, we will focus on the neutrino follow-up performed after
the detection of the first gravitation-wave event, GW150914.

1 Introduction

Time-domain astroparticle physics has entered an exciting period with the recent development of
wide-field-of-view instruments, communication strategies and low latency alert triggering of gravita-
tional wave and high-energy neutrino (HEN) signals, but also across the electromagnetic spectrum. In
particular, neutrinos represent unique probes to study high-energy cosmic sources. They are neutral,
stable and weakly interacting. Contrary to cosmic rays (CRs), they are not deflected by the magnetic
fields and unlike high-energy photons, they are not absorbed by pair production via γγ interactions
with cosmic microwave and infrared backgrounds. A HEN diffuse flux of cosmic origin has been
identified by the IceCube telescope (see e.g. [1]), the sources of which have still to be identified. In
this context, multi-messenger approaches consisting in simultaneously looking for the same sources
with both neutrino telescopes, gravitational-wave interferometers and/or multi-wavelength facilities
can constitute a viable mean of locating HEN/CR sources and thus further understanding the acceler-
ation mechanisms at play in these sources.

The ANTARES neutrino telescope is currently the largest neutrino telescope in the Northern hemi-
sphere. Located in the Mediterranean Sea, 20 km offshore Toulon (France), it is composed of 885 pho-
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tomultipliers installed on 12 detection lines, sensitive to the Cherenkov light emitted by relativistic
up-going muons produced by the interaction of HEN close to the detector.

In particular, search for transient sources of HEN is promising since the short timescale of emis-
sion drastically reduces the background level, mainly composed of atmospheric muons and neutrinos
and consequently increases the sensitivity and discovery potential of neutrino telescopes. This contri-
bution briefly presents the most recent results of the ANTARES multi-messenger program.

2 ANTARES neutrino alerts

A multi-wavelength follow-up program of ANTARES alerts, denoted TAToO (Telescopes-
ANTARES Target of Opportunity) has been operating since 2009 [2]. It triggers optical
and/or X-ray observations within a few seconds after the detection of selected high-energy
neutrino events. In particular, more than 200 alerts have been sent to optical robotic tele-
scopes (TAROT, ROTSE and MASTER) since mid-2009 while 12 X-ray targets of oppor-
tunity have been sent to the XRT instrument on board the Swift satellite since mid-2013.

Figure 1. Corrected R-band magnitude as a
function of time for 301 GRB afterglows. Red,
blue and green dots indicate upper limits on
GRB afterglow magnitudes for neutrino alerts
observed by TAROT, ROTSE and MASTER
respectively. The horizontal dashed line cor-
responds to the sensitivity of the optical tele-
scopes.

The angular resolution of the neutrino direction is
better than 0.5◦ at high energy (> 1 TeV). Three
online neutrino trigger criteria are currently used in
TAToO: (i) detection of at least two neutrino candi-
dates with similar directions (angular separation be-
low 3◦) within 15 minutes; (ii) detection of a single
high-energy (> 7 TeV) neutrino candidate; (iii) detec-
tion of a neutrino candidate directionally consistent
(< 0.5◦) with a local galaxy (distance < 20 Mpc).

From January 2010 to January 2016, 93 alerts
with early optical follow-up have been analyzed. No
optical counterparts were found and upper limits on
the R-band magnitude of a transient astrophysical
source have been derived. By comparing these upper
limits with optical afterglow light cuves of gamma-
ray bursts (GRB), it becomes possible to reject a
GRB association with each neutrino alert, in partic-
ular when the optical follow-up is performed within a
few minutes after the neutrino trigger [3]. A similar
analysis has been carried out with Swift-XRT follow-
ups of 12 ANTARES alerts [3]. The probability to
reject the GRB hypothesis reaches more than 70% if
the X-ray follow-up occurs within 1.1 hour after the trigger.

Follow-up observations of ANTARES neutrino candidates are now performed over a broad range
of the electromagnetic spectrum. Recently, the Murchinson Widefield Array (MWA), a low frequency
(80 – 300 MHz) precursor of the Square Kilometre Array, searched for radio counterpart of two
candidate high-energy neutrino events consistent with the locations of galaxies within 20 Mpc of
Earth [4]. No counterparts were detected and upper limits for low-frequency radio luminosity have
been derived. Likewise, two ANTARES alerts have been followed by H.E.S.S. and 36 by HAWC
since November 2014.
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3 Follow-up analyses

In addition to the follow-up observations described above, specific strategies are developed to look
for neutrino events in both time and space coincidence with transient events announced by an alert
distributed through the Gamma-ray Coordinated Network (GCN). Hereafter, we describe the follow-
up analysis performed with ANTARES after the detection of the first gravitational-wave event by
LIGO/Virgo in September 2015 (section 3.1) and following the detection of high-energy neutrino
candidates by IceCube (section 3.2).

3.1 High-energy neutrino follow-up of the gravitational-wave event GW150914

The observation of two significant gravitational wave (GW) sources by Advanced LIGO on September
14th and December 26th, 2015 [5, 6] represents an important step forward in the era of multi-messenger
astrophysics.

In a joint analysis with the IceCube and the LIGO/Virgo collaborations [7], we searched for di-
rectional and temporal coincidences between GW150914 and reconstructed HEN candidates. Re-
lying on the methodology defined in [8], we looked for (i) temporal coincidences within a ±500 s
time window around the GW alert and (ii) spatial overlap between the 90% probability contour of
GW150914 and the neutrino point spread function. To this end, we used ANTARES’s online re-
construction pipeline [3] which selects up-going neutrino candidates with atmospheric muon con-
tamination less than 10%. An energy cut was also applied to reduce the background of atmo-
spheric neutrinos which finally leads to an event rate of 1.2 events/day. Consequently, the ex-
pected number of neutrino candidates within 1000 s is 0.014. This corresponds to a Poisson prob-
ability of observing at least one background event of ∼1.4%. No neutrino candidates temporally
coincident with GW150914 were found with ANTARES while IceCube detected 3 events within
the ±500 s time window. Both results are fully compatible with the background expectations.

Figure 2. Upper limit on the HEN spectral flu-
ence (νµ + ν̄µ) from GW150914 assuming the
spectral model with cutoff at 100 TeV.

The absence of neutrino candidate both temporally
and positionally coincident with GW150914 allowed
us to derive an upper limit on the spectral fluence
emitted in neutrinos by the source at 90% confidence
level, as a function of the location of the source in
equatorial coordinates. Two different spectral models
were considered: a standard dN/dE ∝ E−2 model and
a model with a spectral cutoff at 100 TeV expected for
sources with exponential cutoff in the primary proton
spectrum. Figure 2 shows in each direction of the sky
the most stringent fluence upper limit (UL) provided
either by ANTARES or IceCube (the white contour
on figure 2 defines the region where ANTARES is the
most sensitive) for the spectral model with cutoff.

Using the constraints on the distance of the GW
source and the neutrino fluence UL, we derived the
ULs on the total energy emitted in neutrinos by this
source. This was obtained by integrating the emission between 100 GeV and 100 PeV for each
spectral model and each location in the sky map. The total energy UL depends on the source distance
and equatorial coordinates. To account for these uncertainties, the lowest and highest total energy
UL within the 90% confidence level interval are provided. The ULs on the total energy radiated in
neutrinos are 5.4 × 1051 − 1.3 × 1054 erg and 6.6 × 1051 − 3.7 × 1054 erg respectively for the spectral
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model without and with cutoff. These ULs could be finally compared to the energy radiated in GW of
∼ 5 × 1054 erg.

3.2 Follow-up of IceCube HEN events

IceCube is currently the largest neutrino telescope. Located at the geographic South Pole, it is com-
posed of 86 detection lines distributed over a cubic-kilometer of ice. High-energy events starting into
the detector (HESE, see e.g. [1]) and extremely high-energy ones (with energy above 1 PeV) are
received by the Astrophysical Multi-messenger Observatory Network (AMON, [9]) and distributed
to the community via an alert of the GCN. A coincident detection by both IceCube and ANTARES
would be a significant proof of the astrophysical origin of these neutrino candidates and would point
directly to the position of the source in the sky. In that context, the ANTARES collaboration is per-
forming a follow-up analysis of each IceCube event whose position is below the horizon of ANTARES
(which could consequently yield to an up-going event at the time of the alert). Up to now, ANTARES
has followed three IceCube alerts [10–12]. No neutrino candidates were found compatible with one
of the alerts within a time window of ± 1 day. We used these non-detections to derive preliminary
90% confidence level upper limits on the radiant neutrino fluence of these events of the order of ∼15
GeV · cm−2 and ∼30 GeV· cm−2 for the E−2 and the E−2.5 spectral models respectively.

4 Conclusion
By simultaneously monitoring at least half of the sky, neutrino telescopes are well-suited to detect
transient sources. In this context, multi-messenger approaches are destined for a bright future and will
help to probe the physical processes at work in these objects. In particular, a multi-wavelength follow-
up program has been operating in ANTARES since 2009 and enables to increase the sensitivity of the
telescope by looking for a coincident electromagnetic detection both in time and space. Furthermore,
the ANTARES collaboration is deploying specific strategies to search for joint detections of neutrinos
and other messengers such as GWs. ANTARES will continue following-up future GW events during
the second observing run of advanced LIGO, starting in December 2016. Because of the better angular
accuracy of the neutrino telescopes compared to GW detectors with two interferometers, a coincident
detection would drastically constrain the position of the GW source on the sky, bringing valuable
information for subsequent electromagnetic follow-ups.
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Abstract. Gamma-ray bursts are a possible site of hadronic acceleration, thus neutrinos
are expected in correspondence of a GRB event. The brightest GRB observed between
2008 and 2013 (GRB080916C, GRB110918A, GRB130427A and GRB130505A) have
been investigated using the data of the ANTARES high energy neutrino telescope. In
this paper two of most promising models of the GRB neutrino emission will be studied:
the internal shock model and the photospheric model. No muons have been measured in
space and time correlation with the selected GRBs and upper limits at 90% C.L. on the
expected neutrino fluxes have been derived. This measure allows also setting constraints
on some parameters used in the modeling of the neutrino flux: the bulk Lorentz factor of
the jet Γ and the baryon loading fp.

1 Introduction

The ANTARES detector (Astronomy with a Neutrino Telescope and Abyss environmental RESearch)
is the largest neutrino telescope currently in operation in the Northern Hemisphere and the first oper-
ating in sea water. It is a three dimensional array of photo-multiplier tubes (PMTs), in which neutrinos
are detected through the Cherenkov radiation induced by ultra-relativistic particles created in a neu-
trino interaction. The main goal of the ANTARES telescope is the detection of high energy cosmic
neutrinos and in particular the identification of point-like sources.

In particular GRBs are one of most interesting types of celestial objects, they represent the most
powerful outburst of energy in the Universe since the Big Bang itself. Gamma ray bursts are intense
flashes of gamma rays, whose duration can vary from a fraction of a second up to a few minutes [1]
[2]. Several gamma ray burst models have been proposed in the last few years, the most promising of
which are the internal shock [1] and photospheric models [3] (see Sect. 2). Both scenarios predict a
neutrino flux in correspondence of a GRB event. ANTARES ([4] and [5]) and IceCube ([6] and [7])
have already performed several research of a neutrino flux from GRBs, but they did not succeed in the
identification of a significant excess of events over the expected background.
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In Sec. 2 the two neutrino emission mechanism (internal shock and photospheric) are introduced
and in Sec. 3 the analysis approaches will be described. Finally in Sec. 4 the derived upper limits on
the neutrino flux and the constraints on the GRBs parameters will be presented (Sec. 5).

2 The internal shock and photospheric models

Both internal shock and photospheric models assume that the gamma ray emission is due to a rela-
tivistic jet of particle ejected by an inner engine, but the location of the interaction is different. In the
case of the internal shock model the gamma rays are produced by the interaction of different shock
waves inside the jet, on the other hand in the photospheric scenario the interaction takes place in the
initial part of the expansion of the jet, when it is still opaque to photons.

The predicted neutrino energetic range is completely different in the two scenarios. In the case of
the internal shock model neutrino are expected to be above 100 TeV [1], while in the photosphetic
picture a low energy component is predicted [3]. For the internal shock model the GRB neutrino
spectra have been computed thanks to the numerical code ‘NeuCosmA’ [8] and in the case of the
photospheric scenario the analytical approach in [3] have been used. Both predictions rely on the
measured parameters of the γ-ray emission light curve and spectrum, and assume as bulk Lorentz
factor of the jet Γ = 316 and as baryon loading fp = 10.

3 GRB selection and analysis

The brightest GRBs provide more probability of a neutrino flux discovery, because the per-burst neu-
trino fluence is directly scaled to the γ-ray fluence. The GRBs included in this analysis have a γ-ray
fluence Fγ larger than 1 × 10−4erg cm−2. The selected GRBs were also below the horizon at the trig-
ger time and information on the redshift of the bursts are available. Four bright GRBs fulfil all the
requirements: GRB080916C, GRB110918A, GRB130427A and GRB130505A.

The data acquisition system of the ANTARES neutrino telescope is based on the unique “all-data-
to-shore” concept: all photon signals recorded by the detector are transported to the shore station
where filtering is performed. The filtering algorithms are also operating during GRB events, but in
this case also raw data are saved on disks for a couple of minutes, so that data cover the majority of the
burst duration. Because of the different energy ranges of the searches, in the internal shock model case
the filtered data are used [9], while for the photospheric model study raw data are exploited. In both
analysis the aperture of the search cone around the burst is set to 10◦, while the search time window
in the internal shock analysis is fixed to be equal to each burst duration with a symmetric extension
of 2 seconds, while in the photospheric model case it depends on the raw data buffer duration. Since
for GRB080916C and GRB110918A raw data are not available, the filtered data approach and its
corresponding time window have been used to derive the photospheric model upper limits on the
fluence for these two gamma ray bursts.

The MC signal simulations and the analysis optimisation are performed independently for each
burst, while the background is estimated though data. The signal and background angular resolution
are derived in order to compute pseudo-experiments, relying on an extended maximum likelihood
ratio test statistic. This procedure is repeated requiring different track quality parameters: the set of
cuts that maximize the model discovery potential is chosen.
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4 Results

No neutrino events were found spatially and temporally in coincidence with any of the four bright
GRBs presented, so 90% C.L limits on the neutrino fluence have been computed for the internal
shock model and the photospheric model (Figure 1).

Figure 1. Expected νµ+νµ fluence (solid line) and ANTARES 90% C.L. upper limit (dashed line) on the selected
GRBs, in the energy band where 90% of the signal is expected to be detected by ANTARES according to internal
shock model (left) and photospheric model (right).

.

5 Constraints on GRB parameters

The 90% C.L limits on the neutrino fluence allows setting constraints on the free parameters that
significantly impact the neutrino flux such as the baryonic loading factor fp and the bulk Lorentz factor
Γ. In Figure 2 the best 90% and 50% C.L exclusion limits in the Γ − fp plane for both the internal
shock model and the photospheric scenario are shown: they are respectively on GRB130505A and on
GRB130427A. The results are obtained assuming that fp ∈ [1 − 200] and Γ ∈ [10 − 900] and that the
two parameters are not correlated.

The constraints on GRB130505A start to significantly challenge the internal shock scenario up to
Γ ∼ 200, while constraints on GRB130427A according to the photospheric picture can rule out a high
baryonic content ( fp < 100) in its jet.

6 Conclusions

The analysis of the four most promising gamma ray bursts did not yield a measurement of a neutrino
flux in correspondence of the GRB events, but it allows setting an upper limit on the neutrino flux
from the gamma ray burst for two different emission models (internal shock and photospheric). Two
dedicated analysis methodology have been developed in order to maximize the detector sensitivity
for each model and both analysis were optimized in order to provide the highest model discovery
potential for each burst. This measurement allows setting constraints on the parameters that affect the
neutrino yield: the bulk Lorentz factor of the jet Γ and the baryon loading fp. A similar analysis has
been performed by the IceCube collaboration [10] excluding small bulk lorentz boost factor and large
baryonic loading. However the photospheric limits shown in Figure 1 (right) constrain emission at
substantially lower energies than the IceCube results.
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Figure 2. Constraints on the Γ − fp plane. The solid (dashed) black line corresponds to the exclusion limits
at 90 (50)% C.L. The red dot shows the benchmark value fp = 10 and Γ = 316. Internal shock scenario for
GRB130505A (left) and photospheric scenario for GRB130427A (right).

The future KM3NeT-ARCA telescope will be the ideal instrument to constrain the neutrino flux
from GRBs. It will be a kilometre scale detector composed of a two building blocks of 115 detection
strings each. The detection of neutrinos from gamma ray bursts will provide important information of
the process of emission of GRB, in particular it will give strong indications of the hadronic interactions
occurring in the jets of the gamma ray bursts and it will help to distinguish between the different GRB
model scenarios.
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Abstract. In this proceedings we report on the status of searches for diffuse fluxes of
cosmic neutrinos with the ANTARES neutrino telescope data. A complete overview of
diffuse neutrino searches will be given, together with the search for a neutrino emission
from regions such as the Fermi Bubbles or the Galactic Plane. A non-significant, though
intriguing, excess of events above the atmospheric background is observed in all-sky
analysis both for the track and shower channels.

1 Introduction

Cosmic Rays (CR) produced at astrophysical objects such as Supernova Remnants, Active Galactic
Nuclei or Gamma Ray Bursts can interact in the interstellar medium and produce neutrinos. A diffuse
flux of cosmic neutrinos is expected from unresolved individual sources or CR propagation in the
Universe. The energy spectrum of these neutrinos should be similar to that of primary CRs and flatter
than the observed atmospheric neutrino background.

The ANTARES detector [1] is at present the largest neutrino telescope in the Northern Hemi-
sphere, located at a depth of 2475 m in the Mediterranean Sea, 40 km off-shore Toulon, France and
has been continuously operated since 2007. It consists of 885 photomultiplier tubes (PMTs), dis-
tributed along 12 mooring lines anchored to the sea bed and kept taut by top buoys. It detects the
products of all-flavour neutrino interactions by collecting the Cherenkov photons emitted by relativis-
tic charged particles. Charged current (CC) νµ interactions, where a straight muon track is produced,
can be reconstructed in direction with a good pointing accuracy [2]. All-flavour neutral current (NC)
interactions, as well as CC νe and ντ interactions are as well reconstructed with good accuracy, thanks
to the optical properties of water [3].

The main background in searches for diffuse fluxes of a cosmic signal is given by atmospheric neu-
trinos and muon bundles produced in CR air showers. To reduce the background from atmospheric
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muons, only upward-going events are selected since only neutrinos can traverse the Earth. Nonethe-
less, wrongly reconstructed atmospheric muons can survive this directional selection: a proper cut on
the reconstruction quality parameter can reduce this background. The background from atmospheric
neutrinos, whose spectrum is softer, is reduced by a cut on energy estimators [4].

The IceCube Collaboration has reported [5] the observation of an all-flavour diffuse and isotropic
excess of high energy neutrinos, not compatible with atmospheric expectations. Different approaches
are possible to analyse this signal and the efforts made by the ANTARES collaboration are presented
in the following sections. Blinded analysis procedures have been followed, with only 10% of data
available for tests and data/Monte Carlo comparison. The good agreement between data and Monte
Carlo allowed for a final cut choice based on simulations.

2 Diffuse flux analyses

The analysis of diffuse νµ fluxes uses track-like events in the complete ANTARES data-sample (2007-
2015). The equivalent livetime is 2451 days. Most of the down-going atmospheric muon events
are rejected applying a preliminary cuts on the reconstructed zenith angle (θzen > 90◦) and on the
angular error estimation β (β < 0.5◦). To further reduce the atmospheric background combined cut
on reconstruction quality parameter, the reduced log-likelihood Λ, and on the number of PMT-signals
(hits) related to the reconstructed track, Nhit, has been applied, thus reducing the muon background
level well below 1%.

Atmospheric neutrinos can be rejected by applying an energy-related cut, based on the estimation
of the muon energy using an Artificial Neural Network [6]. The optimal cut on this variable is chosen
by the Model Rejection Factor (MRF) procedure [7] to give the best sensitivity flux. After the final cut
13.5+3

−4 events are expected from the background and 3 events should be produced by an IceCube-like
signal [5]. After unblinding and applying the energy selection, 19 events are found in data, as shown
in figure 1 - left.

All events reconstructed with the shower algorithm of [3] are considered in the cascade analysis.
Data from 2007 to 2013, with a total livetime of 1451 days, have been used. An event pre-selection
is done using a containment cut on the vertex position and requiring events to be upward-going.
Various quality parameters and track-distriminating quantities are used to reduce the background from
atmospheric muons. Finally the MRF optimisation is done on the reconstructed shower energy. The
optimal cut is found to be Eshower > 30 TeV. With this selection, 5±2 background events are expected,
and an IceCube-like signal flux would correspond to about 1.5 cosmic events added to the atmospheric
expectations. 7 events are observed in data after unblinding as shown in figure 1 - right.

By construction there is no overlap between the track and the shower samples, since an anti-track
selection is applied in the shower selection chain. The samples can be combined and, overall, 26
events are observed in data over an expected background of 18±5. Since the excess is not statistically
significant (<1.5σ), an upper limit at 90% confidence level (c.l.) can be computed according to [8]
and is shown in figure 2. This estimation of the upper limit does not take into account yet systematic
effects, mainly related to the uncertainties of the optical module efficiency and water properties.

3 Special regions

Southern-sky areas showing a diffuse and enhanced emission of γ-rays are suitable targets to search
for a diffuse neutrinos emission, since ANTARES has large exposure to these parts of the sky. For
this kind of analysis, an on/off-zone procedure has been followed: the background is estimated from
regions of the sky with the same exposure as the expected signal regions and is then compared to the

 
 

DOI: 10.1051/, 0 713604005136 epjconf/201EPJ Web of Conferences
RICAP16

4005 (2017)

2
 
 

                                                                           264



[a.u.]ANNE
2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7

Ev
en

ts
 in

 2
45

1 
da

ys

2−10

1−10

1

10

210

310
Data (2007-2015)

Atm. neutrinos

Cosm. neutrinos

/GeV)recolog(E
2.5 3 3.5 4 4.5 5 5.5 6 6.5

Ev
en

ts
 in

 1
40

5 
da

ys

2−10

1−10

1

10
Data (2007-2013)

All Atm. MC

Cosm. neutrinos

Figure 1: Left: energy estimator distribution for the track channel after the event selection chain.
Right: same for the shower channel. Red lines indicate the cosmic neutrino expectation for the Ice-
Cube cosmic flux, while blue lines represent the contribution from atmospheric events, with the shaded
areas providing an estimate of the related uncertainties. The gray lines and arrow show the chosen
energy-related cut.
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when including the whole available livetime. Also shown in red the best fit from IceCube analyses for
the two spectral hypotheses and the contribution from atmospheric neutrinos (blue shaded area).

observation in the signal region. In the absence of signal, the observed number of events in on and
off-zones should be statistically compatible.

3.1 Fermi Bubbles

Fermi telescope data [9, 10] have revealed the presence of two giant γ-ray emission regions above and
below the Galactic Plane. If hadronic mechanisms are responsible for the production of such a signal,
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Figure 3: Left: upper limit calculation for neutrino fluxes from the Fermi Bubbles for different energy
cut-offs (∞, 100 TeV, 50 TeV, 10 TeV - black, red, green and blue lines). Shaded areas are for
theoretical predictions with the various cuf-offs. Right: upper limits and sensitivity for Galactic Plane
analyses from ANTARES for different spectral indexes compared to a flux producing a certain number
of IceCube High Energy Starting Events (3 years sample) [16].

diffuse neutrino emissions are expected from these regions with various possible energy cut-offs from
few to some hundreds of TeV [11].

Data collected in the νµ CC channel with the ANTARES telescope from 2007 to 2015 are con-
sidered in this analysis. The event selection is based on cuts on the quality of up-going reconstructed
tracks and, as in the previous analysis, on the energy estimator based on the ANN method. The final
selection was obtained by minimizing the MRF and optimizing for a neutrinos flux with a 100 TeV
cut-off. After the unblinding of the on-zone, 28 events are observed, while 19.7 are expected, on av-
erage, from the off-zones. The significance of this excess can be estimated, following the prescription
of [12], as 1.5σ, and 90% c.l. upper limits, computed as in [8] are shown in figure 3.

3.2 Galactic Plane

A diffuse neutrino flux is expected from the decays of charged mesons produced in CR interactions in
the interstellar medium in the Galactic Plane [13]. The corresponding emission from neutral mesons
is clearly visible in γ-ray observation of the sky [14]. Different models for the CR propagation are
proposed and can be tested using neutrino data.

In this case, as in the case of the diffuse analysis, only muon data from 2007 to 2013 have been
analyzed [15] following the MRF procedure to set an optimal cut on the area of the on-zone and on
the quality and energy of reconstructed tracks. The 9 selected off-zones show on average 3.5 events,
and 2 are observed in the on-zone after unblinding. Correspondingly, 90% c.l. upper limits are put
(equal to the sensitivity) on the possible contribution from the Galactic Plane to the IceCube signal
from [16] as shown in figure 3.

4 Conclusions

Data collected by the ANTARES telescope from 2007 to 2015 have been analysed and various
searches have produced interesting results regarding the diffuse neutrino signal observed by the Ice-
Cube collaboration. An intriguing excess of events is reported in both the channels of all-sky searches,
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even though still compatible with the expectations from atmospheric backgrounds. Stringent limits
are also being put on the possible galactic origin of the IceCube signal, lowering the possible number
of IceCube HESE events origintating from the Galactic Plane down to 2 for the three years sample.

More data are being analysed and the expected sensitivity for the whole data sample in all-sky
searches is close to the observed IceCube flux for all the considered scenarios. Further improvements
are possible especially in the shower channel, for which the event selection chain can be optimised in
order to reduce the background from atmospheric events. This is also true for special region searches,
since the angular resolution of ANTARES in the shower channel is of the order of few degree and
an enhancement of the detector performance is expected when adding also cascade-like events in the
analysis [17].
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Abstract. Astrophysical point-like neutrino sources, like Gamma-Ray Bursts (GRBs),
are one of the main targets for neutrino telescopes, since they are among the best candi-
dates for Ultra-High-Energy Cosmic Ray (UHECR) acceleration. From the interaction
between the accelerated protons and the intense radiation fields of the source jet, charged
mesons are produced, which then decay into neutrinos. The methods and the results of
a search for high-energy neutrinos in spatial and temporal correlation with the detected
gamma-ray emission are presented for four bright GRBs observed between 2008 and
2013: a time-dependent analysis, optimised for each flare of the selected bursts, is per-
formed to predict detailed neutrino spectra. The internal shock scenario of the fireball
model is investigated, relying on the neutrino spectra computed through the numerical
code NeuCosmA. The analysis is optimized on a per burst basis, through the maximiza-
tion of the signal discovery probability. Since no events in ANTARES data passed the
optimised cuts, 90% C.L. upper limits are derived on the expected neutrino fluences.

1 Introduction

The search for neutrinos from astrophysical sources is motivated by the still poor understanding of
the origin of UHECRs. GRBs are huge explosive phenomena, that offer a promising environment
for proton and heavier nuclei acceleration at shock fronts. Photo-hadronic interactions produce high-
energy gamma-rays and neutrinos mainly through the following resonant channel:

p + γ ∆+−→

{
p + π0

n + π+ −→

π0 −→ γ + γ
n −→ p + e− + νe
π+ −→ µ+ + νµ
µ+ −→ e+ + νe + νµ

(1)

In addition, kaon production leads to a high-energy component in neutrino spectra. The search for
such high-energy neutrinos from bright sources is motivated by the fact that theoretical GRB-models,
as the internal shock scenario of the fireball model [1], predict a neutrino flux linearly scaled with the
detected γ-ray flux. Hence, after a brief description of the ANTARES detector in Sec. 2, the selection
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of bright sources is introduced in Sec. 3. The methods of the time-dependent analysis are discussed
in Sec. 4. Finally, in Sec. 5, results are presented and conclusions are derived.

2 The ANTARES neutrino telescope

Figure 1: An artistic picture of the underwater ANTARES
neutrino telescope, located in the Mediterranean sea, off-
shore Toulon (Fr), at a depth of about 2474 m.

The ANTARES detector [2] is the largest
operational neutrino telescope of the North-
ern hemisphere, located in the Mediter-
ranean sea, at a depth of about 2475 m: it
is composed by 12 vertical strings, instru-
mented with 885 photo-multipliers, detect-
ing the Cherenkov light induced by the pas-
sage in water of ultra-relativistic charged
particles. The search for astrophysical
point-like neutrino sources is among the
ANTARES scientific goals: the signature of
a point source is a cluster of events in the de-
fined direction of the sky, where the source
is located. In order to reduce the huge back-
ground of atmospheric muons, the search is
performed by selecting up-going track-like
events: GRBs from below ANTARES hori-
zon are therefore considered in this search
for muon neutrinos. Moreover, since GRBs
are transient sources, a significant suppres-
sion of the background is further achieved by considering only the reduced time window correspond-
ing to the bursting event. This constitutes the main difference with respect to steady source searches.

3 Bright GRB selection and time-dependent neutrino spectra

Bright GRBs are here investigated since, according to the fireball model, neutrino fluxes are expected
to scale with gamma-ray fluxes: GRBs between 2008 and 2013 are selected from the Fermi and
Swift online catalogues and from the Konus-Wind GCNs with γ-ray fluence Fγ > 10−4 erg/cm2; it
is also required that the sources have measured redshift and are below the ANTARES horizon at the
trigger time (while ANTARES is taking physics data). Four GRBs satisfied such selection criteria:
GRB 080916C, GRB 110918A, GRB 130427A and GRB 130505A. Their γ-ray light curves are
represented in Fig. 2(a). In order to compute the neutrino spectra of each GRB according to the
internal shock fireball model, the parameters measured by the γ-ray satellites are used: the detailed
computation of neutrino emissions refers to single bursting episodes present in each GRB light curve.
Such parameters are presented in Tab. 1. In this way, a time-dependent neutrino spectrum is predicted:
the total expected fluence per burst is then obtained summing up the contributions from each time bin.
The resulting neutrino expectation for GRB 080916C is presented in Fig. 2(b). The simulation through
the numerical NeuCosmA [7] assumes Γ = 316 for the bulk Lorentz factor, fp = 10 for the baryonic
content, ϵe = ϵB = 0.1 as fraction of the jet kinetic energy transferred to electrons and to magnetic
field, ⟨xp→π⟩ = 0.2 as average fraction of energy transferred from proton to pion.
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(a) (b)

Figure 2: (a) γ-ray lightcurves of the selected GRBs. Top left: GRB080916C (Fermi:GBM/LAT [3]); Top right:
GRB 110918A (Konus-Wind [4]); Bottom left: GRB 130427A (Konus-Wind [5]); Bottom right: GRB 130505A
(Konus-Wind [6]). (b) Time-dependent neutrino spectra of GRB 080916C: νµ + ν̄µ fluxes are obtained according
to NeuCosmA, for the five time bins reported in Tab. 1.

Table 1: Name of the burst and name of the detector reporting the γ-ray parameters used in the time-dependent
analysis: time bin of the analysis, duration T, fluence Fγ (in the energy range from 20 keV to 2 MeV for GRB
080916C and from 20 keV to 10 MeV for the others), low-energy spectral index α, high-energy spectral index β,
break energy of the spectrum, redshift z and variability time scale tvar (∗ is a default value).

NAME Detector BIN T Fγ α β Eγ z tvar

(s) (10−4 erg/cm2) (keV) (s)
GRB 080916C Fermi:GBM/LAT A 3.6 0.15 -0.58 -2.63 440 4.35 0.23

" " B 4.1 0.21 -1.02 -2.21 1170 " "
" " C 8.2 0.16 -1.02 -2.16 490 " "
" " D 38.9 0.53 -0.92 -2.22 400 " "
" " E 46.1 0.11 -1.05 -2.16 230 " "

GRB 110918A Konus-Wind A 2.3 4.03 -1.95 -2.41 990 0.98 0.25
" " B 11.0 2.06 -1.00 -2.60 250 " "
" " C 15.1 1.57 -1.20 -3.30 78 " "

GRB 130427A Konus-Wind - 18.7 26.8 -0.96 -4.14 1028 0.34 0.04
GRB 130505A Konus-Wind - 7.0 3.13 -0.69 -2.03 631 2.27 0.01∗

4 Analysis methods

Monte Carlo signal simulations have been performed for each burst, to account for the detector con-
dition at the instrument trigger time. The number of background events µb at each GRB position in
the angular and temporal search windows was evaluated from data, following the procedure outlined
in [8]: the search time window is selected as the whole burst duration plus a symmetric extension of
2 seconds, while the angular window is a cone around the source with semi-aperture α = 10◦. In this
way the normalized signal and background angular probability density function, S (α) and B(α), are
obtained and pseudo-experiments relying on them are performed in both the background only and sig-
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nal plus background hypothesis. At each pseudo-experiment with ntot events, an extended maximum
likelihood ratio test statistic, defined as [9]

Q = max
µ′s∈[0;ntot]

( ntot∑

i=1

log
µ′sS (αi) + µbB(αi)

µbB(αi)
− µ′s

)
(2)

is evaluated in order to obtain the estimated number of signal events µ′s. This technique is applied
to event samples with different reconstructed track-quality parameter: such a cut is then optimised in
order to yield the maximum probability of discovery assuming the NeuCosmA model.

5 Results and Conclusions

The expected signal and background event rates for each GRB at the optimal cuts and in the defined
search windows are given in Tab. 2: for GRB 110918A, GRB 130427A and GRB 130505A, the
expected background is negligible with respect to the predicted signal. After the data unblinding, no
neutrino event was observed in temporal and spatial coincidence with any of the GRBs investigated,
therefore 90% C.L. upper limits have been computed on the foreseen neutrino fluence. Defining the
differential neutrino fluence φν, ANTARES limits, expressed as E2 φν, are in the interval [10−1 − 10]
GeV cm−2 (Fig. 3). The acceleration of UHECRs in GRBs cannot yet be ruled out. However, some
parameters of the model tested here can be constrained [10].

µs µb
GRB 080916C 1.8 × 10−3 8.6 × 10−3

GRB 110918A 1.3 × 10−2 7.2 × 10−3

GRB 130427A 7.5 × 10−3 4.1 × 10−3

GRB 130505A 1.6 × 10−1 2.4 × 10−3

Table 2: Expected number of signal µs and
background µb events from each GRB at the
optimal cuts.
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Figure 3: Expected neutrino fluences (solid lines) and
ANTARES 90% C.L. upper limits (dashed lines).
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Abstract. We present the status of the Gigaton Volume Detector in Lake Baikal (Baikal-
GVD) designed for the detection of high energy neutrinos of astrophysical origin. The
telescope consists of functionally independent clusters, sub-arrays of optical modules
(OMs), which are connected to shore by individual electro-optical cables. During 2015
the GVD demonstration cluster, comprising 192 OMs, has been successfully operated in
Lake Baikal. In 2016 this array was upgraded to baseline configuration of GVD cluster
with 288 OMs arranged on eight vertical strings. Thus the instrumented water volume
has been increased up to about 5.9 Mtons. The array was commissioned in early April
2016 and takes data since then. We describe the configuration and design of the 2016
array. Preliminary results obtained with data recorded in 2015 are also discussed.

1 Introduction

The deep underwater neutrino telescope, Baikal Gigaton Volume Detector (GVD), is currently under
construction in the southern basin of Lake Baikal [1]. The underwater depth is about 1360 m at a
distance of more than three kilometres away from the shore. At the detector site the combination
of hydrological, hydro-physical, and landscape factors were studied and found to be optimal for the
deployment and the operation of the neutrino telescope [1]. The Baikal-GVD neutrino experiment is
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targeting on high energy neutrinos that are expected from astrophysical sources including those visible
in gamma-rays and from directions of accumulation sites of dark matter (DM) as the Galactic Centre
or the Sun [2]. The Baikal-GVD is composed by a three-dimensional lattice of optical modules. These
are photomultiplier tubes housed in transparent pressure resistent spheres, arranged in vertical load-
carrying cables to form strings. The telescope has a modular structure and consists of functionally
independent clusters, sub-arrays of 8 strings of OMs, which are connected to shore by individual
electro-optical cables. The GVD demonstration cluster named “Dubna” has been deployed in 2015
in Lake Baikal. The array operation time spans 213 days from April 2015 till February 2016. In
April 2016 the “Dubna” array was upgraded to the baseline configuration of the GVD-cluster which
comprises 288 optical modules (OMs) attached to 8 strings at a depth ranging from 750 m to 1275 m.
Here we describe the configuration and the basic parameters of the array deployed in 2016 in Lake
Baikal and discuss the first preliminary results obtained from the data collected with the “Dubna”
array in 2015.

2 Baikal-GVD cluster

The first configuration of the Baikal-GVD cluster was deployed in April 2015. It consisted of eight
345 m long strings of optical modules [4] spaced by 40 m (192 OMs in total). Each string comprises
two sections of OMs. Each section consists of 12 optical modules and a central electronics module
(CeM). One Hamamatsu R7081-100 photomultiplier tube with a 10-inch hemispherical photocathode
and quantum efficiency up to 35% is used as light sensor of OM. The signals arriving from the OMs
are digitized in ADC boards located at the CeM (12 channels with a sampling frequency of 200 MHz).
When digitized, the signals from the ADC are transferred into a programmable gate array (FPGA).
The FPGA memory buffer allows acquisition of the input signal waveform in a time interval of 5
µs. A FPGA logic has been configured to generate a trigger, read data from the ADC channels, and
transmit them through Ethernet to the data acquisition center. The highest rate of data transfer from
each section has been obtained with SHDSL modems — up to 10 Mbit/s. To reach the required
event registration detector rate (100 Hz or higher) to be attained, the data arriving from the sections
are processed in real time mode. Details on the data acquisition, the basic controls, the methods of
calibrations and on the hardware and software triggers can be found in [3]. The cluster was operated
from April 2015 to February 2016. About 1.6×109 events have been recorded during the cluster
operation. The estimated operation efficiency was of about 72%. The first preliminary results obtained
with the “Dubna” cluster are presented in section 3.

In winter expedition 2016 the cluster was extended with an additional a third top section at each
string. Schematic view of cluster is shown in Fig. 1 (left). The upgraded cluster comprises 288 OMs
operated at the active depths of 750–1275 m, while 7 side strings are distant at radius of 60 m from the
central one, according to the baseline configuration of GVD cluster. Instrumented volume of cluster
encloses 5.9 Megatons. The cumulative number of section records generated by the array in the period
of April 10 – June 23 of 2016 is shown in Fig. 1 (right).

Basic trigger mode requires coincidences of any neighbouring OMs within a section (thresholds
1.5 p.e. and 4.5 p.e., trigger rate 60 -110 Hz). About 3×108 of triggered events have been recorded.
The estimated operation efficiency was about 75%.

3 “Dubna” array: operation and preliminary results

The “Dubna” array has the potential to detect astrophysical neutrinos with the flux values measured
by IceCube [5]. The search for high-energy neutrinos with the “Dubna” array is based on the selec-
tion of cascade events generated by neutrino interactions in the sensitive volume of the array. After
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Figure 1. Left: Schematic drawing of the “Dubna” cluster operated in 2016. Right: Integrated number of events
recorded by the cluster in period of April 10–June 23 of 2016.

the reconstruction of the cascade vertex, the energy and the direction and after applying quality cuts,
events with a final multiplicity of hit OMs Nhit >20 are selected as high-energy neutrino events. The
accuracy of the cascade energy reconstruction is about 30%. The accuracy of the direction recon-
struction is about 4◦ (median value) and the vertex resolution is of about 2 m [2]. For the IceCube
astrophysical fluxes following the power laws of E−2 and E−2.46 and for the single-flavour normaliza-
tions of 1.2·10−8 GeV cm−2 s−1 sr−1 and 4.1·10−6 GeV cm−2 s−1 sr−1 respectively [5–7] the expected
number of events as function of the neutrino energy is reported in Fig. 2 (left panel). In the same plot
the expected number events from the atmopheric neutrino flux is also reported. The expected num-
ber of background events from atmospheric neutrinos is strongly suppressed for energies higher than
100 TeV. About 0.5 and 0.4 cascade events per year with energies above 100 TeV and hit multiplici-
ties Nhit >20 from astrophysical fluxes with E−2 and E−2.46 spectra respectively and 0.08 background
events from atmospheric neutrinos are expected.

For the search of high energy neutrinos of astrophysical origin the data collected from 24 October
till 17 December 2015 has been used. A data sample of 4.4×108 triggered events has been recorded
by the array, which corresponds to 41.64 days of live time. The causality cuts and requirement of
Nhit >3, where Nhit is the hit OM multiplicity, reduce the number of events for following analysis at
about 1.8×107 events.

After applying an iterative procedure of cascade vertex reconstruction followed by the rejection of
hits contradicting the cascade hypothesis on each iteration stage, 12931 events survived as cascade-
like events. Finally, after applying the cascade energy reconstruction and the event quality cuts, 1192
cascade-like events with energy above 100 TeV are selected. The hit OMs multiplicity distribution of
these events is shown (top, black) in Fig. 2 (centre), as well as the expected event distribution (bottom,
red) from the astrophysical flux with E−2.46 spectrum and IceCube normalization. All events, but one,
have hit OMs multiplicities less than 10 OMs and are consistent with the expected background events
from atmospheric muons. The event with 17 hit OMs was reconstructed as downward moving cascade
event with a zenith angle of 59◦ and an energy of 158 TeV energy. The neutrino telescope sensitivity
to DM annihilation inside distant sources is estimated by the expected number of signal events in the
search angular window ψ0 for the life time T and astrophysical factor J of modeled DM profile, as
follow
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Figure 2. Left: Energy distributions of events expected for one year observation from astrophysical fluxes
with E−2 and E−2.46 spectra and IceCube normalization, and from atmospheric neutrinos (see text). Centre: Hit
OMs multiplicity distribution of cascade-like events with energies above 100 TeV (histogram, see text). Right:
Sensitivity of the GVD to neutrino-channel of the DM annihilations in the GC in comparison with the NT200
limits towards the GC direction and limits of joint dSphs analysis.

N(ψ0) = T
⟨σAv⟩R0ρ2

local

8πm2
DM

J∆Ω

∫
dE · S (E)dNν

dE
, (1)

where S (E) is neutrino the effective area of the telescope averaged over the neutrino energy spectrum
dNν

dE
in the given annihilation channel. Here we present the GVD sensitivity based on the simulated

muon-like events in the high energy neutrino interactions. Comparison of the Baikal results in most
energetic νν̄ channel of the DM annihilation is presented in Fig. 2 (right). The 90% c.l. sensitivity
to DM annihilation in the Galactic Center (GC) as a function of DM mass for the GVD of 12 clus-
ters [8] (red line) and the upper limits for the Baikal NT200 telescope [9] (blue line) are shown. In
Fig. 2 (right) is also shown the new combined upper limit, performed with a likelihood analysis, for
5 dwarf spheroidal galaxies (dSphs),which have been chosen among 22 dwarfs with the NT200 data
sample [10]. By 2020, GVD will consist of 2304 cumulative number of OMs on 8 clusters with a total
volume of about 0.4 km3, that aims at the discovery of non-atmospheric neutrinos.

The Baikal-GVD project is supported by the RFBR grants 14-02-00972, 16-29-13032. The work
of S.V.Demidov and O.V.Suvorova was supported by RSCF grant 14-12-01430 in part where neutrino
signal from dark matter annihilations has been studied.

References

[1] V.Aynutdinov et al., NIM A742 82-88 (2014).
[2] A.D.Avrorin et al., Phys.Part.Nucl. 46 no.2, 211-221 (2015).
[3] A.V.Avrorin et al., Instr. and Exp. Tech. 57, issue 3, 262-273 (2014).
[4] A.D.Avrorin et al., EPJ Web Conf. 116 , 01003 (2016).
[5] M.G.Aartsen et al. , Phys. Rev. Lett. 113 101101. Science 342 1242856 (2013).
[6] M.G.Aartsen et al., IceCube Coll., Phys. Rev. D 91, 022001 (2015).
[7] M.G.Aartsen et al., IceCube Coll., Astrophys. J. 809, 98 (2015).
[8] A.D.Avrorin et al., JETP Lett. 101 no.5, 289-294, (2015) .

 
 

DOI: 10.1051/, 0 713604007136 epjconf/201EPJ Web of Conferences
RICAP16

4007 (2017)

4
 
 

                                                                           275



[9] A.D.Avrorin et al., Astropart.Phys. 8, 12-20, (2016).
[10] A.D.Avrorin et al., in preparation for JETP

 
 

DOI: 10.1051/, 0 713604007136 epjconf/201EPJ Web of Conferences
RICAP16

4007 (2017)

5
 
 

                                                                           276



 

Design and production of the digital optical module of the 
KM3NeT project 

Emanuele Leonora1a , Valentina Giordano1 
on behalf of the KM3NeT collaboration 
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Abstract. The KM3NeT collaboration is building the ARCA and ORCA neutrino telescopes in 
the depths of the Mediterranean Sea. They will consist of 3-dimensional arrays of 
photodetectors, called digital optical modules, suspended in the sea by means of vertical string 
structures, called detection units. The optical modules are composed of a pressure-resistant 17-
inch spherical glass vessel, which contains 31 small photomultiplier tubes and all the associated 
electronics. The multi- photomultiplier solution represents an innovative design with respect to 
optical modules of all currently operated neutrino telescopes comprising a single large 
photomultipliers.  

1 Introduction  
The KM3NeT Collaboration [1] started building a research infrastructure in the depths of the 
Mediterranean Sea hosting new generation neutrino telescopes located at the bottom of the 
Mediterranean Sea. The detectors of the KM3NeT telescopes can be described as a three dimensional 
matrix of photosensors that are sensitive to the Cherenkov radiation emitted by products of neutrino 
interactions in the deep water. The measured arrival time of the Cherenkov light at each sensor and the 
knowledge of their spatial position are used to reconstruct the trajectory of the electrically charged 
particle that produces the Cherenkov light. The amount of detected light provides information about 
the energy of the particle. The photosensors are called Digital Optical Modules (DOMs). In the sea, 
they are suspended in vertical structures, called Detection Units (DUs), supported by two Dyneema ® 
ropes, anchored to the seabed and kept taut with a system of buoys. Following its first phase of 
construction, KM3NeT will comprise two detectors with different density of the arrays of optical 
modules: KM3NeT/ARCA (Astroparticle Research with Cosmics in the Abyss) at the KM3NeT-It 
site, located at the South of the Sicilian coast, will consist of two detector building blocks of 115 
detection units each and will be dedicated to the detection of high-energy neutrino astronomy. 
KM3NeT/ORCA (Oscillation Research with Cosmics in the Abyss), a single more densily 
instrumented building block located at the KM3NeT-Fr site, offshore Toulon, will be dedicated to a 
lower neutrino energy range for study of neutrino mass hierarchy. The DOMs are pressure-resistant 
17-inch diameter transparent spherical glass vessels, each hosting 31 photomultiplier tubes (PMTs) 
with a 3-inch photocathode diameter and all associated front-end and readout electronics. The multi-
PMT solution represents an innovative design with several advantages over traditional optical 
                                                
a Corresponding author: emanuele.leonora@ct.infn.it 
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modules with single large PMTs. The DOM design and its physics potential have been proven in-situ 
by several prototypes and in several detection units [2][3]. The DOM design phase is thus concluded 
successfully and mass production of KM3NeT DOMs is currently on going. 

2 The digital optical module design 
The Multi-PMT design of the KM3NeT optical module [4] has several advantages over traditional 
optical modules of all the other currently operating neutrino telescopes- ANTARES, Baikal and 
IceCube - which have optical modules with a single large photomultiplier, typically with a 
photocathode diameter of 10 inch. The total photocathode area comprised in the module is almost 
three times of that of a 10" PMT. The influence of the Earth’s magnetic field on small size PMT is 
negligible and thus magnetic shield is not required. The Multi-PMT design, in which each sensor 
works individually, allows also for an accurate photon counting, because the arrival of more than one 
photon at the DOM can be identified with high efficiency. In addition, the segmented layout provides 
an almost isotropic field of view and efficient rejection of optical background from the 
bioluminescence and 40K in the sea just at the level of the DOM detection. In Fig. 1 a picture of a 
complete DOM is shown. 
 

 
Figure 1. Picture of a DOM. The external collar, the break out box of the VEOC (Vertical Electrical-Optical 
Cable) backbone cable and the two parallel ropes of the detection unit are visible. 

2.1 The main components of the DOM 

The Digital Optical Module is composed of a transparent 17-inch diameter pressure resistant glass 
sphere housing 31 photomultiplier tubes and all the electronics. The transparent vessel is a Vitrovex® 
glass sphere, produced by Nautilus, composed of two separate hemispheres. The 31 PMTs are 
arranged in 5 rings of 6 PMTs plus a single PMT at the bottom pointing vertically downwards. The 
lower hemisphere contains 19 PMTs, the upper hemisphere 12 PMTs. The PMTs are kept in place by 
a 3D-printed support structure. The photon collection efficiency is increased by 20–40% by a reflector 
ring mounted around the face of each PMT. It allows increasing the detection area avoiding the use of 
a larger photocathode PMT. 
The space between the support structure, the PMT windows and the glass sphere is filled with an 
optical silicone gel, in order to ensure an efficient mechanical and optical coupling between the 
different elements. It is a Silgel 612 A/B produced by Wacker. The support structure and the gel have 
to be sufficiently flexible to be resistant to vibration and shocks during handling and deployment and 
allow for the deformation of the glass sphere under the hydrostatic pressure in the deep sea. 
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In the Multi-PMT design, each PMT works as an individual optical sensor, with an individual low-
power high-voltage base with integrated amplification and tunable discrimination. The power 
dissipated of each base is below of 5 mW. The photon arrival time and the time-over-threshold (ToT) 
of each PMT are recorded by an individual time-to-digital converter implemented in a Field 
Programmable Gate Array (FPGA). The threshold is set at the level of 1/3 of the mean single photon 
pulse height and the high voltage is set to provide a gain of 3x106 . The FPGA is mounted on the 
central logic board (CLB), which transfers the data to shore via an Ethernet network of optical fibers. 
The data provided by the PMT bases is collected and distributed to the CLB by means of two so-
called Octopus Boards. The power board provides the DC power for all the systems inside the DOM. 
This board is monitored and controlled by the FPGA. It is powered with 12V DC supplied via a 
penetrator mounted in the upper hemisphere of the DOM and connected to a DC/DC converter in the 
break-out-box external to the glass sphere (see Fig.1). An inner view of the DOM is shown in Fig. 2. 

 
Figure 2. Sketch of the inner components of the DOM. CLB, power board, octopus boards and PMTs are 
indicated. 

 
Each DOM in a detection unit communicates at a dedicated wavelength, which is multiplexed with 
other DOM wavelengths for transfer via a single optical fiber to the shore. The broadcast of the 
onshore clock signal, needed for time stamping in each DOM, is embedded in the Gb-Ethernet 
protocol. The White Rabbit protocol [5] has been modified to implement the broadcast of the clock 
signal, and allows for synchronization of all the DOMs of the KM3NeT detector with 1 ns resolution.  
An Aluminium structure provides heat conduction between the electronics inside and the environment 
outside of the sphere. Temperature and humidity sensors are mounted on the CLB and on the power 
board. The power consumption of a single DOM is about 7 W.  
For the first phase of the project, a batch of 15000 3-inch Hamamatsu PMT R12199-02 was 
calibrated. The PMTs have a convex bialkali photo-cathode, with a diameter of 80 mm and a 10-stage 
dynode structure [6].  
The DOM also contains three calibration sensors: a LED nano-beacon, which injects light in water to 
illuminate the neighbouring optical modules for time calibration; an acoustic piezo sensor is glued to 
the inner surface of the glass sphere to define the DOM position in water by means of an acoustic 
positioning system; an Attitude and Heading Reference System (AHRS) mezzanine board, mounted 
on the CLB, provides compass, tilt- and accelerometer data, to reconstruct the orientation of the DOM 
in the water.  
A penetrator mounted in the upper hemisphere of the DOM contains two power cables and one optical 
fibre for data transmission. An external titanium collar holds the DOM to the two parallel Dyneema 
ropes of the string into the water. More details of the DOM design can be found in the Letter of Intent 
for KM3NeT 2.0 [7] 
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2.2 DOM main production phases  
 
Each DOM is composed of over 80 different elements: mechanical objects, electronics and sensors. 
Therefore, the production of the DOM is a delicate process performed following a well-defined 
procedure. Many tools are used, and a lot of them have been custom designed by the KM3NeT 
collaboration.  
Each DOM integration site in the Collaboration receives all the components, which meet acceptance 
criteria and have already passed characterization tests. During the assembly phases, all the 
components of each DOM are registered in database by means of a dedicated assembly software. As 
the glass vessel is composed of two halves, the two parts of the DOM, top and bottom, are constructed 
separately. A lot of the DOM integration steps can be performed in parallel to speed up the 
production. Also the PMT support structures are segmented in two halves, each one made of two 
parts. The white 3-D printing structures have to be black painted before being glued together. All the 
components are carefully cleaned before their integration following the properly method defined in 
the procedure. In the upper hemisphere an aluminium mushroom-shaped structure is glued to the inner 
glass sphere by means of a special tool that define its height and the distance with the inner surface of 
the glass. Power board and CLB are later mounted on the inner part of the aluminium mushroom. The 
penetrator is mounted in the top glass sphere, and its water tightness is tested by means of a helium 
leakage detector. The optical fiber coming from the penetrator is connected to the laser transceiver 
operating an optical splice on the fiber. The resulting optical power and attenuation are checked, and 
results are stored in the database. The piezo sensor is glued to the inner surface of the bottom glass 
hemisphere. All the PMTs are mounted in the PMT structures, and their positions are stored in the 
database. After the structures equipped with all the PMTs are placed into the glass hemispheres, all the 
bases are connected to the octopus boards, and a functional test of all systems is performed before 
applying the optical gel, which joins optically and mechanically all the components together.  
At the end of the integration process, the DOM is closed connecting the two halves setting down one 
part upon the other by means of an electrical crane. After closure, 0.2 bar of under-pressure inside the 
DOM, followed by the application of a sealant and a special tape on the junction of the two halves, 
closes the DOM. The external titanium collars is later mounted on the already closed DOM.  
Each produced optical module is submitted to a final acceptance test and calibration of all the sensors 
performed in a light-tight dark box. Test and calibration data are later stored in the database of the 
KM3NeT Collaboration. 

3 Conclusions 
An innovative Multi-PMT digital optical module was designed as the sensitive part of the cubic-
kilometer sized KM3NeT neutrino telescope. The design has been demonstrated in-situ by several 
prototypes and the mass production of the KM3NeT DOMs is on-going in several integration sites. 
Installation of detection units in the deep Mediterranean Sea has already started; two fully equipped 
detection units are taking data at the KM3NeT-It site offshore Porto Palo di Capo Passero, Sicily. 
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Results and simulation of the prototype detection unit of
KM3NeT-ARCA

C.M.F. Hugon1,a on behalf of the KM3NeT collaboration
1INFN sezione di Genova

Abstract. KM3NeT-ARCA is a deep sea high energy neutrino detector. A detection unit
prototype was deployed in the future KM3NeT-ARCA deep-sea site, off of the Sicilian
coast. This detection unit is composed of a line of 3 digital optical modules with 31
photomultiplier tubes on each one. The prototype detection unit was operated since its
deployment in May 2014 until its decommissioning in July 2015. The results of the
calibration of this detection unit and its simulation are presented and discussed.

1 Introduction

KM3NeT represents the next generation of Mediterranean undersea telescope, following the technical
and scientific results of the ANTARES [1] neutrino telescope and the NEMO [2] and NESTOR [3]
pilot projects. The two main goals of this detector are the detection of high energy neutrinos and their
sources and the determination of the neutrino mass hierarchy with the detection of low energy neu-
trinos. The detection of neutrinos is possible thanks to the Cherenkov light emitted by the secondary
charged particles. The secondary particles are produced by weak interaction in the vicinity of the de-
tector. KM3NeT uses 17 inch digital optical modules (DOM) containing 31 3 inches photomultiplier
tubes (PMT) for a total of photocathode area of 1400 cm2 [4]. The final line design contains 18 DOM
along a rope, anchored to the seabed and maintained close to vertical with a buoy. In May 2014, a
prototype detection unit (Pre-Production Model DU, PPM-DU) with 3 DOMs was installed 80 km off
the Sicily [5]. This prototype implements the mechanical structure, the electro-optical power supply
and communication, allowing simultaneous data taking of the three DOMs. The PMT model installed
in DOM 1 and DOM 2 is the D783KFLA produced by ETEL [6], while DOM 3 contains the R12199-
02 Hamamatsu PMTs [7]. The current design for KM3NeT uses the R12199-02 PMT. The PMTs are
surrounded by reflector rings at an angle of 45 degrees with respect to the PMT axis, 16 mm in width
for ETEL and 17 mm for the Hamamatsu PMTs [4]. Figure 1 represents the prototype line and the
DOM design and its PMT arrangement.

The simulation of the KM3NeT detector is based on the same principle as ANTARES [8]. Only
two elements of the simulation chain had to be upgraded: The step-by-step high precision simulation
of the optical module and the km3 simulation software, briefly described in the next section. Then in
section 3 the results will be presented and discussed.

ae-mail: chugon@ge.infn.it
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Figure 1: Schematic of the PPM-DU (not to scale). The DOMs are spaced by 36 m vertically. The
buoys are made of 2 empty glass spheres. The vertical electro-optical cable (VEOC) connects the
DOMs with the base. The base is connected to the submarine infrastructure, then to the shore station.
The inset shows a DOM attached to the two ropes, which leaves the line free to move with the sea
current.

2 The simulation

2.1 The step-by-step simulation

The step-by-step simulation is described in detail in [9, 10]. It is the very first step of the full sim-
ulation of ANTARES, NEMO and KM3NeT neutrino detectors. It manages the propagation of each
photon, from their sources, through their different interactions in the matter, to the PMT photocathode.
When these photons reach the photocathode, a complementary accurate calculation process is used
in order to obtain a precise detection probability. This calculation takes into account the thickness
and the complex index of the photocathode to provide the photoelectron production as a function of
wavelength and incident angle, essential for underwater neutrino detectors. This simulation is used
to produce the OM and DOM detection efficiency as a function of the angle and the wavelength of
the incident photon (angular acceptance). This simulation has been validated by comparison with
laboratory measurements. These measurements were done with an LED scanning of the ANTARES
OMs and KM3NeT PMTs [11].

2.2 The full detector simulation

To simulate neutrino detectors, a full simulation would be far too slow. Therefore, the results of
the step-by-step simulation are tabulated and used as inputs for the next simulation step, called km3.
Thanks to this efficiency, the water properties and the number of photons produced by Cherenkov
effect, the km3 simulation is able to reproduce the full detector detection response. It is based on 4
main steps:The charged lepton directionality and energy are simulated a priori with the fast MUPAGE
code [12], as a function of the water properties, to be propagated in the km3 simulation can; the
density of the Cherenkov photons production is calculated along the lepton (∼100/cm); the photon
probability density as a function on time is calculated along the Cherenkov front; at the position
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of each Optical module the probability to be detected is calculated as a function of the step-by-step
simulation tabulated results. This method has been chosen for its good compromise between precision
and calculation time, and is used for KM3NeT-ARCA and ORCA.

3 The prototype detection line simulation and calibration results

Figure 2: The upper figure shows the coincidence rates as a function to the angle separation between
the pair of PMTs. The blue points represent the data from [5] (mean over multiple PMTs), the blue line
represents the data best fit and the red points represent the step-by-step simulation results. The lower
graphic shows the multi-fold coincidences for the data and the simulation. The step-by-step simulation
is used for the 40K coincidences and the global km3 simulation is used for the muon simulation.

3.1 Intra-DOM calibration

Natural 40K radioactive decays in sea water produce up to 150 Cherenkov photons. A decay close to
the DOMs can be detected by one or multiple PMTs (single or multi-fold). Beyond the background
it may represent, it’s a calibration source for intra-DOM time offsets between the PMTs and their
intrinsic transit time spread. The measured mean time spread of PMTs is 5 ns (FWHM). In addi-
tion, knowing precisely the water salinity [13], the coincidence rate can be used for the efficiency
adjustment of the simulation. The two-fold coincidence rate is shown in Figure 2 as a function of the
angular separation between pairs of PMTs in the DOM 3. The angular dependence has been fitted to
an exponential function. The step-by-step simulation results are represented at their best fit, and show
a good accordance between the measured rates and the simulation for all angles between the PMTs of
the DOM.

3.2 The inter-DOM calibration

A LED nanobeacon system operating on the lowest DOM has been used to calculate the inter-DOM
time offsets. The distribution of time differences, taking in account the travel time in water, of hits in
coincidence with the LED emission time has been fitted with a Gaussian function. The resulting mean
time offsets of DOMs 2 and 3 with respect to DOM 1 are, respectively, approximately 230 ns and
380 ns. Leaps of about ten ns have been observed, and are due to power cycles of the corresponding
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module in the shore station. Otherwise no time offset shifts were observed within a few nanoseconds.
In addition, thanks to its multi-DOM configuration, the prototype line was able to detect down-going
muons. The signal from muons has been used to cross check the inter-DOM calibration by a χ2

minimization algorithm applied to the data and the simulation. Figure 2 illustrate the agreement of
simulation and data. This latest measurement was in agreement within 2 ns with the LED beacon
calibration, and shows a good agreement with the full detector simulation km3.

Conclusion

The prototype project of the PPM-DU validated the KM3NeT structure at the depth of 3500 m, pro-
vided a test bench for the data taking and analysis and showed a reliable calibration procedure for
the detection efficiency and the time offsets between PMTs and between DOMs. The simulation
showed a good understanding of the detector, from the DOM with the step-by-step simulation to its
line configuration with the km3 full detector simulation. It provided the perspectives on the future
KM3NeT-ORCA detector in this site, which is currently in the deployment stage.
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Abstract. The DAMA/LIBRA experiment (∼ 250 kg sensitive mass composed by highly
radio-pure NaI(Tl)) is in data taking in the underground Laboratory of Gran Sasso
(LNGS). Its first phase (DAMA/LIBRA–phase1) and the former DAMA/NaI experiment
(∼ 100 kg of highly radio-pure NaI(Tl)) collected data for 14 independent annual cycles,
exploiting the model-independent Dark Matter (DM) annual modulation signature (total
exposure 1.33 ton × yr). A DM annual modulation effect has been observed at 9.3 σ
C.L., supporting the presence of DM particles in the galactic halo. No systematic or side
reaction able to mimic the observed DM annual modulation has been found or suggested
by anyone. Recent analyses on possible diurnal effects, on the Earth shadowing effect
and on possible interpretation in terms of Asymmetric Mirror DM will be mentioned. At
present DAMA/LIBRA is running in its phase2 with increased sensitivity.

1 Introduction

The DAMA project is dedicated to the development and use of low background scintillators for under-
ground physics. The main experiment is DAMA/LIBRA [1–15] that, after the pioneering DAMA/NaI
[16, 17], is further investigating the presence of DM particles in the galactic halo by exploiting the
model independent DM annual modulation signature [18, 19].
Because of the Earth’s revolution around the Sun, which is moving in the Galaxy, the flux of

DM particles impinging a terrestrial detector is expected to be maximum around ≃ 2nd June when
the projection of the Earth orbital velocity on the Sun velocity with respect to the Galactic frame
is maximum, and minimum around ≃ December 2nd when the two velocities are opposite. This
effect, known as DM annual modulation signature, is very effective because the signal induced by
DM particles must simultaneously satisfy many requirements: the rate must contain a component
modulated according to a cosine function (1) with one year period (2) and a phase peaked roughly at
≃ 2nd June (3); the modulation must only be present in a well-defined low energy range (4); it must
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apply only to those events in which just one detector among many actually “fires” (single-hit events),
since the DM particle multi-interaction probability is negligible (5); the modulation amplitude in
the region of maximal sensitivity must be ≃ 7% for usually adopted halo distributions (6), but it
can be larger (even up to ≃ 30%) in case of some possible scenarios (see for example Ref. [20–
24]). This signature is model independent and might be mimicked only by systematic effects or
side reactions able to simultaneously satisfy all the requirements given above; no one is available
[1–4, 7, 8, 12, 13, 16, 17, 25].
The full description of the DAMA/LIBRA set-up and performance during the phase1 and phase2

(presently running) and other related arguments have been discussed in details in Refs. [1–4, 6–8, 13]
and references therein.

2 DM annual modulation results

The data of DAMA/LIBRA–phase1 and of DAMA/NaI experiment correspond to an exposure of 1.33
ton × yr collected in 14 annual cycles. In order to investigate the presence of annual modulation
with proper features, many analyses have been carried out. All these analyses point out the pres-
ence of annual modulation satisfying all the requirements of the signature [2–4, 8]. In Fig. 1, as
example, the time behaviour of the experimental residual rate of the single-hit scintillation events
for DAMA/LIBRA–phase1 in the (2–6) keV energy interva is plotted. When fitting the single-
hit residual rate of DAMA/LIBRA–phase1 together with the DAMA/NaI ones, with the function:
A cosω(t − t0), considering a period T = 2πω = 1 yr and a phase t0 = 152.5 day (2nd June) as expected
by the DM annual modulation signature, the following modulation amplitude in NaI(Tl) is obtained:
A = (0.0110 ± 0.0012) cpd/kg/keV, corresponding to 9.2 σ C.L.. When the period, and the phase are
kept free in the fitting procedure, the modulation amplitude is (0.0112 ± 0.0012) cpd/kg/keV (9.3 σ
C.L.), the period T = (0.998± 0.002) year and the phase t0 = (144± 7) day, values well in agreement
with expectations for a DM annual modulation signal. In particular, the phase is consistent with about
2nd June and is fully consistent with the value independently determined by Maximum Likelihood
analysis [4]. The run test and the χ2 test on the data have shown that the modulation amplitudes
singularly calculated for each annual cycle of DAMA/NaI and DAMA/LIBRA–phase1 are normally
fluctuating around their best fit values [2–4].
No modulation was found in any possible source of systematics or side reactions; thus, cautious

upper limits on possible contributions to the DAMA/LIBRA–phase1 measured modulation amplitude
were obtained (see Refs. [2–4]). It is worth noting that they do not quantitatively account for the
measured modulation amplitudes, and are even not able to simultaneously satisfy all the many re-
quirements of the signature. Similar analyses were also performed for the DAMA/NaI data [16, 17].
In particular, in Ref. [7, 13] a simple and intuitive way why the neutrons, the muons and the solar

neutrinos cannot give any significant contribution to the DAMA annual modulation results is outlined.
Other arguments can be found in Refs. [1–4, 7, 8, 12, 13, 16, 17, 25]. In conclusion, DAMA gives
model-independent evidence (at 9.3σC.L. over 14 independent annual cycles) for the presence of DM
particles in the galactic halo.
As regards comparisons, we recall that no direct model independent comparison is possible in the

field when different target materials and/or approaches are used; the same is for the strongly model
dependent indirect searches. In particular, the DAMA model independent evidence is compatible
with a wide set of scenarios regarding the nature of the DM candidate and related astrophysical,
nuclear and particle Physics; for examples some given scenarios and parameters are discussed e.g. in
Refs. [2, 5, 8, 12, 14–17, 26–40] and references therein. Further large literature is available on the
topics (see for example Ref. [41]). In conclusion, both negative results and possible positive hints
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Figure 1. Experimental residual rate of the single-hit scintillation events measured by DAMA/LIBRA–phase1
in the (2–6) keV energy interval as a function of the time. The superimposed curve is the cosinusoidal function
behaviour A cosω(t−t0) with a period T = 2πω = 1 yr, a phase t0 = 152.5 day (2nd June) and modulation amplitude,
A, equal to the central values obtained by best fit on the data points of the entire DAMA/LIBRA–phase1. The
dashed vertical lines correspond to the maximum expected for the DM signal (2nd June), while the dotted vertical
lines correspond to the minimum.

reported in literature can be compatible with the DAMA model-independent DM annual modulation
results in various scenarios considering also the existing experimental and theoretical uncertainties.
Moreover, scenarios also exist for which the DAMA approach is favoured.
Three analyses on the DAMA/LIBRA–phase1 data are summarized in the following. In the first

one the presence of possible diurnal effects has been investigated [12], while in the second one the
so called “Earth Shadow Effect” has been considered [14]. Finally, the annual modulation result has
been interpreted in terms of Asymmetric Mirror DM [15]. These items were extensively studied in
the quoted references, here the results are shortly addressed.

3 Diurnal modulation

The results obtained by investigating the presence of possible diurnal variation in the low-energy
single-hit scintillation events collected by DAMA/LIBRA–phase1 have been analysed in terms of a
DM second order model-independent effect due to the Earth diurnal rotation around its axis [12].
Also this daily modulation of the rate on the sidereal time – expected when taking into account

the contribution of the Earth rotation – presents some specific peculiarities. In particular the interest
in this signature is also that the ratio Rdy of this DM diurnal modulation amplitude over the DM
annual modulation amplitude is a model independent constant at given latitude; considering the LNGS
latitude, Rdy = S d

S m
≃ 0.016. Thus, taking into account the DM annual modulation effect pointed out

by DAMA/LIBRA–phase1 for single-hit events in the low energy region, the expected value of the
diurnal modulation amplitude for the (2–6) keV energy interval is ≃ 1.5× 10−4 cpd/kg/keV. Fig. 2
shows the time behaviour of the experimental residual rates of single-hit events both as a function of
solar (le f t) and of sidereal (right) time, in the (2–6) keV interval [12].
No diurnal variation with a significance of 95% C.L. is found at the reached level of sensitivity

[12]. In conclusion the presence of any significant diurnal variation and of time structures can be

 
 

DOI: 10.1051/, 0 713605001136 epjconf/201EPJ Web of Conferences
RICAP16

5001 (2017)

3
 
 

                                                                           287



Solar Time (h)

c
p

d
s
o
l/
k

g
/k

e
V

2-6 keV

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0 5 10 15 20

Sidereal Time (h)

c
p

d
s
id

/k
g

/k
e
V

2-6 keV

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0 5 10 15 20

Figure 2. Experimental model-independent diurnal residual rate of the single-hit scintillation events, measured
by DAMA/LIBRA–phase1 in the (2–6) keV energy intervals as a function of the hour of the solar (le f t) and
sidereal (right) day. See Ref. [12] for details.

excluded at the reached level of sensitivity. In addition, considering the (2–6) keV energy interval the
obtained upper limit on the DM diurnal modulation amplitude is 1.2 × 10−3 cpd/kg/keV (90% C.L.)
[12]; thus, the effect of DM diurnal modulation, expected because of the Earth diurnal motion on the
basis of the DAMADM annualmodulation results, is out the present sensitivity [12]. DAMA/LIBRA–
phase2, presently running, with a lower software energy threshold [6] can also offer the possibility to
increase sensitivity to such an effect.

4 Daily effect on the sidereal time due to the shadow of the Earth

The results obtained in the investigation of possible diurnal effects for low-energy single-hit scin-
tillation events of DAMA/LIBRA–phase1 have been analysed in terms of Earth Shadow Effect, a
model-dependent effect that is expected for DM candidates inducing only nuclear recoils and having
high cross-section (σn) with ordinary matter [14].
In fact a diurnal variation of the low energy rate could be expected for these specific candidates,

because of the different thickness of the shield due to the Earth during the sidereal day, eclipsing the
wind of DM particles. The induced effect should be a daily variation of their velocity distribution,
and therefore of the signal rate measured deep underground. However, this effect is very small and
would be appreciable only in case of high cross-section spin independent coupled candidates. Such
candidates must constitute a little fraction (ξ) of the Galactic dark halo in order to fulfil the positive
DAMA result on annual modulation. By the fact, this analysis decouples ξ from σn. Considering
the measured DM annual modulation effect and the absence – at the present level of sensitivity – of
diurnal effects, the analysis selects allowed regions in the three-dimensional space: ξ, σn and DM
particle mass in some model scenarios; for details see Ref. [14].
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5 Asymmetric Mirror DM

The model independent annual modulation effect observed by the DAMA experiments has also been
investigated in terms of a mirror-type dark matter candidates in some scenarios [15].
In the framework of asymmetric mirror matter, the DM originates from hidden (or shadow) gauge

sectors which have particles and interaction content similar to that of ordinary particles. It is assumed
that the mirror parity is spontaneously broken and the electroweak symmetry breaking scale v′ in the
mirror sector is much larger than that in the Standard Model, v = 174 GeV. In this case, the mirror
world becomes a heavier and deformed copy of our world, with mirror particle masses scaled in
different ways with respect to the masses of the ordinary particles. Then, in this scenario dark matter
would exist in the form of mirror hydrogen composed of mirror proton and electron, with mass of
about 5 GeV which is a rather interesting mass range for dark matter particles.
The data analysis in the Mirror DM model framework allows the determination of the

√
f ϵ param-

eter (where f is the fraction of DM in the Galaxy in form of mirror atoms and ϵ is the coupling con-
stant). In the analysis several uncertainties on the astrophysical, particle physics and nuclear physics
models have been taken into account in the calculation. The obtained values of the

√
f ϵ parameter in

the case of mirror hydrogen atom ranges between 7.7 × 10−10 to 1.1 × 10−7; they are well compatible
with cosmological bounds [15].
In addition, releasing the assumption MA′ ≃ 5mp, allowed regions for the

√
f ϵ parameter as

function of MA′ , mirror hydrogen mass, obtained by marginalizing all the models for each considered
scenario, have been obtained [15].

6 Conclusions and Perspectives

The cumulative exposure with ultra low background NaI(Tl) target by the former DAMA/NaI and
DAMA/LIBRA–phase1 is 1.33 ton × yr (orders of magnitude larger than those available in the field)
giving a model-independent positive evidence at 9.3 σ C.L. for the presence of DM candidates in
the galactic halo with full sensitivity to many kinds of astrophysical, nuclear and particle Physics
scenarios. Other rare processes have also been searched for by DAMA/LIBRA-phase1; see for details
Refs. [9–11].
After the phase1, an important upgrade has been performed when all the PMTs have been re-

placed with new ones having higher Quantum Efficiency (QE). In this new configuration a software
energy threshold below 2 keV has been reached [6]. DAMA/LIBRA is thus in its phase2, and after
optimization periods it is continuously running with higher sensitivity.
DAMA/LIBRA–phase2 is continuously running in order: (1) to increase the experimental sensi-

tivity thanks to the lower software energy threshold of the experiment; (2) to improve the corollary
investigation on the nature of the DM particle and related astrophysical, nuclear and particle physics
arguments; (3) to investigate other signal features; (4) to investigate rare processes other than DM
with high sensitivity.
Future improvements to increase the sensitivity of the set-up can be considered by using high QE

and ultra-low background PMTs directly coupled to the NaI(Tl) crystals. In this way a further large
improvement in the light collection and a further lowering of the software energy threshold would be
obtained.
Finally, for completeness, we also mention that low background ZnWO4 crystal scintillators have

recently been proposed within the DAMA collaboration for the study of the directionality of DM can-
didates inducing just nuclear recoils. The features and performances of such anisotropic scintillators
are very promising [42] and are under exploration.
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Abstract. The ZnWO4 crystal scintillator has unique features that make it very promising
to realize a pioneering experiment to pursue Dark Matter investigation with the directio-
nality technique. In particular in this detector the light output and the scintillation pulse
shape for heavy particles (p, α, nuclear recoils) depend on the direction of the impinging
particle with respect to the crystal axes, while the response to γ/β radiation is isotropic.
The anisotropy of the light output can be considered to point out the presence in the
diurnal counting rate of a Dark Matter signal produced by candidate particle inducing just
nuclear recoils. In addition this crystal detector has also other important characteristics
for a Dark Matter experiment: high light output, high level of radiopurity. In this paper
the present performances of the developed ZnWO4 crystal scintillator will be summarized
together with the possible future improvements. Some reachable sensitivities – under
given assumptions – in the investigation of DM candidate particles with the directionality
technique will also be addressed.

1 Introduction

In Dark Matter (DM) direct experiments, in order to point out the presence of a signal of Galactic
origin, it is mandatory to pursue a signature for signal identification. The most important one is the
model independent DM annual modulation that has been successfully exploited by the DAMA/NaI
and DAMA/LIBRA experiments obtaining, cumulatively, an annual modulation effect at 9.3σ C.L.
over 14 annual cycles [1–3].
An independent evidence can be obtained by pursuing a different approach, but effective for those

DM candidate particles able to induce just nuclear recoils: the directionality [4]. This strategy is based
on the correlation between the arrival direction of the DM particles (and thus of the induced nuclear
recoils) and the Earth motion in the Galactic rest frame. Because of the rotation of the Milky Way,
the Galactic disc passes through the halo of DM and the Earth is crossed by a wind of DM particles
apparently flowing along a direction opposite to that of solar motion. Since the Earth rotates around
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its axis, the average direction of DM particles with respect to an observer fixed on the Earth changes
during the sidereal day. Thus, the directions of the induced nuclear recoils are expected to be strongly
correlated with the impinging direction of the considered DM candidates while the background events
are not.
In principle, an experiment able to measure the nuclear track might be suitable to investigate the

directionality. One possibility is to use low pressure gas detector (such as Time Projection Chambers,
TPC) where the range of recoiling nuclei is of the order of mm. However, a realistic experiment with
low pressure TPC can be limited e.g. by the necessity of an extreme operational stability, of large
detector size and of a great spatial resolution in order to reach a significant sensitivity. The limitations
affecting experiments aiming to measure recoil tracks, can be overcome by using the anisotropic
scintillation detectors [5, 6]. In this case there is no necessity of a track detection and recognition (in
solid detectors the range of recoiling nuclei is typically of the order of µm). In these detectors the
detector response for heavy particles and scintillation pulse shape depend on the incoming direction
of the heavy particles relatively to the crystal axes and the information on the presence of DM induced
recoils is given by a peculiar variation of the measured counting rate during the sidereal day [7].

2 The main features of the ZnWO4 anisotropic scintillator

Recently, measurements and R&D works have shown that the ZnWO4 scintillators can offer suitable
features for a DM experiment based on the directionality. In this crystal scintillator the light output
for heavy particles (p, α, nuclear recoils) depends on the direction of such particles with respect to the
crystal axes while the response to γ/β radiation is isotropic; the scintillation decay time also shows
the same property. In addition to the anisotropy, the recently developed ZnWO4 scintillators have
very good level of radiopurity [8], and can work at energy threshold of few keV [9]. The ZnWO4
offers also a high atomic weight and the possibility to realize crystals with masses of some kg [10].
Moreover, three target nuclei with very different masses are present in this detector (Zn, W and O),
giving sensitivity to both small and large mass for the considered DM candidates.
The luminescence of ZnWO4 was studied sixty years ago [11]. Large volume ZnWO4 single

crystals of reasonable quality were grown [12] and studied as scintillators in the eighties [13]. Further
developments for high quality radiopure ZnWO4 have been performed and described in [10, 14, 15].
The first low background measurement with a small ZnWO4 sample (mass of 4.5 g) was per-

formed in the Solotvina underground laboratory (Ukraine) at a depth of ≈ 1000 m of water equivalent
in order to study its radioactive contamination, and to search for double beta decay of zinc and tung-
sten isotopes [17]. A possibility to search for diurnal modulation of WIMP direction with ZnWO4
scintillators was also pointed out in [17]. More recently, radiopurity and double beta decay processes
of zinc and tungsten have been further studied also at LNGS using new developed ZnWO4 detectors
with masses 0.1 − 0.7 kg [8, 9, 18, 19]. The growth of the crystals, the scintillation properties, the
pulse shape discrimination capability, the anisotropic properties, the residual radioactive contamina-
tion and the possible applications have been deeply studied [8, 10, 14, 15, 17–20]. The obtained
results are very promising and an R&D to produce ZnWO4 crystals having higher radiopurity is still
ongoing. In particular, an R&D to improve ZnWO4 crystals radiopurity by re-crystallization (recently
demonstrated for CdWO4 crystal [20]) is in progress.
In the measured ZnWO4 scintillators the radioactive contamination is: < 0.002 mBq/kg for 228Th

and 226Ra (∼ 0.5 ppt for 232Th and ∼ 0.2 ppt for 238U, assuming the secular equilibrium of the 232Th
and 238U chains), < 0.02 mBq/kg for 40K; the total α activity is 0.18 mBq/kg [8].
As previously mentioned, the study of the directionality with the ZnWO4 detectors is based on the

anisotropic properties of these scintillators. In particular the light output of the detector for α and β
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particles of the same energy is different; in addition the response of the detector to α’s depends also
on the direction of the particels with respect to its crystallographic axes. In Fig. 1 the behaviuor of
the light output ratio for α and β (α/β ratio) is reported as a function of the energy and the direction of
the α beam in a ZnWO4 crystal [17]. As shown in Fig. 1, the response of the detector for α particles

0

0.1
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0 2 4 6

dir. 1

dir. 3
dir. 2

Energy of α particles (MeV)

α/
β 

ra
tio

Figure 1. Dependence of the α/β ratio (ratio of the light
output measured in the crystal for α and β particles) on
the energy of α particles measured with ZnWO4 scintil-
lator. The crystal was irradiated in the directions per-
pendicular to (010), (001) and (100) crystal planes (di-
rections 1, 2 and 3, respectively). The anisotropic be-
haviour of the crystal is evident [17].

Figure 2. Dependence of the light output of the ZnWO4
as a function of the temperature, for excitation with
241Am α particles [15].

measured along direction 1 is about 1.5 times larger than that measured along direction 2, and about
1.4 times larger than that measured along direction 3. On the contrary, the anisotropy of the light
response of the ZnWO4 scintillator disappears in case of electron excitation. The same behaviour
have been recently reported also for the anthracene in Ref. [16]. Moreover for ZnWO4, as reported in
Ref. [17], also the shape of the scintillation pulse depends on the type of irradiation; this feature allows
one to discriminate γ(β) events from those induced by α particles. This pulse shape discrimination
capability can be of interest not only for a DM experiment but also for double beta decay searches.
Measurements with a neutron beam to study the anisotropy response of the crystal for recoils at keV
energy range will be performed in near future [21].
Another feature of this scintillator, important for a DM experiment, is the relatively high light

output which is about 13-20% of the Na(Tl) scintillator. It has been observed that the light output
largely increase when the crystal scintillator working temperature is decreased [15] (see Fig. 2).

3 Estimated sensitivity in some given scenarios

In case of a DM candidate interacting via elastic scattering with ordinary nuclei, by pursuing the
directionality technique with anisotropic scintillators, the DM signal can be pointed out by studying
the diurnal variation of the counting rate as a function of the sidereal time. In a laboratory on the Earth,
the DM particles are expected to arrive preferentially from the opposite direction of the Sun velocity
in the Galaxy. Due to the Earth rotation around its axis, the orientation of the crystallographic axes
of the scintillator with respect to the arrival direction of the particle (and thus of the nuclear recoils)
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changes during the day. Because of the anisotropy of the scintillator, the response of the detector
varies during the day. Thus the DM signal is expected to have a peculiar variation during the sidereal
day [7]. On the contrary, the light response of the detector to e/γ background will be isotropic and
its counting rate will show a flat behaviour as a function of the time. For this reason the observation
of a peculiar diurnal variation can offer indication for the presence – in the Galactic halo – of DM
candidates inducing just nuclear recoils.
To estimate the reachable sensitivity – in some given scenarios – of an experiment exploiting the

directionality technique with the help of ZnWO4 scintillators, we can consider a set-up composed by a
matrix of detectors (as DAMA/LIBRA set-up) installed deep underground in a sealed low radioactive
copper box, continuously flushed with high purity N2 gas and placed in the center of a multi-ton,
multi-component low radioactive passive shield. By considering 200 kg of ZnWO4, in 5 years of
data taking and with an energy resolution FWHM = 2.4

√
E[keV]), the sensitivity reported in Fig. 3

can be reached [7]. In particular, two software energy thresholds have been considered: 2 keVee for
Fig. 3-left and 6 keVee for Fig. 3-right. The sensitivity curves have been calculated considering four
possible time independent background levels in the low energy region: 10−4 cpd/kg/keV (solid black
lines), 10−3 cpd/kg/keV (dashed lines), 10−2 cpd/kg/keV (dotted lines) and 0.1 cpd/kg/keV (dotted-
dashed lines). The response of the detector to Zn, W and O recoils for the three crystal axes have
been estimated by considering the method described in Ref. [22], taking into account the data on the
anisotropy obtained with the α particles (see Fig. 1). As shown in Fig. 3 the directionality approach
can reach – for DM candidates inducing just nuclear recoils and the given scenarios – a sensitivity to
spin-independent cross sections at level of 10−5 − 10−7 pb, depending on the candidate mass between
few GeV and hundreds GeV. However, it is worth noting that these plots are model dependent and,
thus, always affected by several uncertainties; to obtain this sensitivity plot the scenario described in
details in Ref. [7] has been considered. In Fig. 3 the allowed regions (7.5σ from the null hypothesis)
obtained by performing a corollary analysis of the DAMA model independent result in term of the
scenarios described in Ref. [23] are also reported.
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Figure 3. Sensitivity curves at 90% C.L. reachable by the set-up described in the text, for DM candidates inducing
just nuclear recoils in the given scenario by exploring the directionality approach. Four possible background
levels in the low energy region are considered (see text) and two software energy thresholds: 2 keVee in (a) and
6 keVee in (b). There mDM is the particle mass, σp is the spin-independent elastic scattering cross section on
nucleon and ξ is the fraction of the DM local density of the considered candidate. In the figures there are also
shown (green, red and blue online) allowed regions obtained in Ref. [23] by a corollary analysis of the 9σ C.L.
DAMA model independent result in terms of scenarios for DM candidates inducing just nuclear recoils.
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4 Conclusions
The perspectives of a pioneering experiment with anisotropic ZnWO4 detectors to further explore,
with the directionality approach, those DM candidate particles inducing just nuclear recoils have
been addressed. The features of these detectors can permit to reach, in some of the many possible
scenarios, sensitivities not far from that of the DAMA/LIBRA positive result [2, 3]. In case of success
the experiment can obtain an evidence for the presence of such DM candidate particles in the galactic
halo with a new approach and will provide complementary information on the nature and interaction
type of the DM candidate(s). In case of negative results the experiment would favor other kinds of
astrophysical, nuclear and particle physics scenarios or other DM candidate particles, interaction types
which can account as well for the 9.3σ C.L. DM model independent annual modulation effect already
observed by the DAMA experiments. In all cases such an experiment would represent a first realistic
attempt to investigate the directionality through the use of anisotropic scintillators and it could also
represent a further activity in the application of highly radiopure ZnWO4 detector in the field of rare
processes.
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Impact of next future Direct Detection experiments on Dark Por-
tals and beyond

Giorgio Arcadi1,a

1Max Planck Institüt für Kernphysik, Saupfercheckweg 1, 69117 Heidelberg, Germany

Abstract. WIMPs are attractive DM candidates. The simplest model realizations, dubbed
Dark Portals are in strong tensions with detection constraints. Two component DM setups
can relax these tensions.

1 Introduction

Weakly interacting massive particles (WIMPs) are among the most popular DM candidates. Their
production mechanism predicts the existence, in thermal equilibrium, of the DM in the primordial
thermal bath and a subsequent decoupling (freeze-out). The value of the DM abundance is determined
by a single particle physics input, consisting in the thermally averaged pair annihilation cross-section;
more specifically ΩDMh2 ∝ 1/⟨σv⟩ so that ΩDMh2 ≃ 0.12 → ⟨σv⟩ ∼ 3 × 10−26cm3s−1 [1]. This value
of the pair annihilation cross section implies sizeable enough interactions between the DM and the
SM states to be in the reach of present experimental facilities. A simple framework for unveiling the
potential correlations between the DM relic density and experimental searches is represented by the
’Dark Portals’; simple extensions of the SM in which the DM annihilations into SM states (mostly
SM fermions) are induced by a s-channel mediator. In these kind of setups the DM annihilation
cross-section and experimentally testable observables, like the scattering cross-section on nucleons,
are related by simple crossing-symmetries. Because of these strong correlations, however, Dark Por-
tals are in increasing tension with constraints from Direct Detection and many realizations will be
substantially ruled-out in case of absence of signals from next generations of 1TON detectors, like
XENON1T. A possible way-out for preserving the WIMP paradigm, compatibly with experimental
constraints, is represented by considering two-component Dark portals. We will briefly illustrate a
specific example in the second part of the text.

2 Single Component Dark Portals

Dark Portals are simple extension of the Standard model with the DM candidate and, possibly, a medi-
ator of its interactions with the SM (fermions). Being these models built on purely phenomenological
basis one can consider all the possible spin combinations between the DM and the mediator which
are allowed by Lorentz invariance. For definiteness we will just focus on the cases of a scalar DM
candidate χ or a vector state Vµ interacting with a scalar mediator. This kind of interaction does not

ae-mail: giorgio.arcadi@mpi-hd.mpg.de
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require, in general, the presence of extra states, with respect to the SM, since it is realized, at the renor-
malizable level and in a Lorentz and gauge invariant way, by the four-field interactions λχ|χ|2H†H or
λVVµVµH†H, with H being the SM Higgs doublet and λχ,V adimensional couplings, which lead, after
EW symmetry breaking, to trilinear interactions between the SM Higgs and a DM pair. These kind
of interactions can be schematically written as (for simplicity we report just the interactions with SM
fermions):

Lχ =
(
µχ|χ|2 + λ f f̄ f

)
h, LV =

(
µVVµVµ + λ f f̄ f

)
h (1)

where µχ,V = λχ,Vvh and λ f = mf /vh, with vh being the Higgs vev. The scalar or vectorial DM
annihilates into SM fermions (as well as gauge bosons and higgs pairs) through s-channel exchange
of h. The corresponding cross sections can be analytically approximated as 1:

⟨σv⟩χ ≈
∑

f

n f
c |µχ|2

4π(m2
h − 4m2

χ)2
, ⟨σv⟩V ≈

∑

f

n f
c |µV |2

4π(m2
h − 4m2

V )2
(2)

At the same time, t-channel exchange of h induces Spin Independent (SI) scattering cross-sections on
nucleons of the form:

σSI
χ =

|µχ|2µ2
Nχ

4πm4
hm2

χ

|Z fp + (A − Z) fn|2

A2 , σSI
χ =
|µV |2µ2

NV

4πm4
hm2

V

|Z fp + (A − Z) fn|2

A2 (3)

where µ(χ,V)N is the DM-nucleon reduced mass and fp,n are the couplings of the DM with protons
and neutrons. A straightforward comparison between eq. (2) and (3) evidences similar parametric
dependences for the two classes of cross-section. We can then compare, the constraints from the cor-
rect DM relic density and from DM DD in the bidimensional plane (mχ,V , µχ,V ). An example of this
kind of comparison is shown, in fig. (1), in the case of Scalar and Vector Higgs portal (as already
mentioned above we can trade, in these kind of scenarios, the dimensional parameters µχ,V with the
dimensionless quantities λχ,V .). By imposing the constraint Ωχ,Vh2 = 0.12 ± 10%, it is possible to
identify curves (represented in black in the two panels of fig. (1)) in the plane (mχ,V , µχ,V ). These
isocontours have been overlapped to the exclusion regions obtained by imposing that the DM scat-
tering cross-sections (3) lie below current LUX sensitivity [3] (blue regions), and a 2 year projected
sensitivity of XENON1T [4] (cyan regions), and that the decay rate of the Higgs into a DM pair, when
kinematically open, corresponds to an invisible branching fraction below present limits [5].
As evident, current direct detection constraints already rule-out thermal DM ad exception of the ’pole’
regions, i.e. mχ,V ≃ mh/2 (low values of the DM mass, even outside the reach of DD experiments,
are excluded since induce a too high invisible width of the Higgs). The WIMP hyphothesis would be
completely ruled-out by absence of signals in XENON1T.

3 Two component Dark Portals

In order to keep relying on the WIMP paradigm, compatibly with DD constraints, it is necessary to
decorrelate (at least partially) the DM annihilation cross-section and the scattering cross-section on
nucleons. This makes necessary to go beyond the too simplistic structure of Dark Portals. An inter-
esting possibility would be to consider a two-component DM scenario. In such a case the interplay
between DM relic density and DD is more complicated. Indeed, a DD signal would arise from a sum
of two, possibly different, contributions, weighted by the relative abundances of the two components.
The latters are not necessarily dominated by pair annihilations into SM states, which can be directly

1These expressions are not valid close to the pole regions [2], i.e mχ,V = mh/2.
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Figure 1. Combined constraints for scalar (left panel) and vector (right panel) Higgs portals. The black lines
represent the isocontours of the correct DM relic density. The blue regions are excluded by current constraints
by LUX [3] while the cyan region will be excluded in case of absence of signals at XENON1T after two years
of excluded. In the red regions the invisible branching fraction, originated by decays into DM pairs, exceeds the
experimental bounds [5].

related to the scattering rates, but processes like pair annihilations of one DM component to the other,
can play a relevant role.
An interesting realization of a two-component DM scenario has been proposed in [6]. Here the SM
is extended by a dark sector characterized by a new S U(3) gauge symmetry, spontaneosly broken,
by the vevs of two fields, φ1 and φ2, belonging to its fundamental representation, into a discrete
global Z2 × Z

′

2 symmetry. The only states, apart the higgs bosons, present in the new sector are
the 8 (massive) SU(3) gauge bosons. The lightest new states odd under the discrete symmetry are
automatically DM candidates. The contact between the dark and the visible (i.e. the SM) sector is
established by portal like interactions induced by operators of the type λH11|H|2|φ1|2 + λH22|H|2|φ2|2.
The fields of the dark sector are described by the following Lagrangian:

L = (Dµφ1)†(Dµφ1)† + (Dµφ2)†(Dµφ2)† −
1
4

Ga
µνG

aµν, Ga
µν = ∂µA

a
ν − ∂νA

a
µ − g̃ f abcAb

µA
c
ν (4)

where the Higgs triplets φ1 and φ2 are expressed, in the unitary gauge, as:

φ1 =
1
√

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0

v1 + ϕ1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠ , φ2 =

1
√

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
v2 + ϕ2

v3 + ϕ3 + i(v4 + χ)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠ (5)

Under the assumption of CP-conservation the mixing with the Higgs doublet H = (0 v+h√
2

)T gives
rise to 4 CP-even scalars hi=1,4 and on CP-odd χ. The latter is odd also under the residual symmetry
Z2 ×Z

′

2 and can then represent a DM candidate.
Despite the general model is rather complicated (see [6] for more details), its most relevant features
can be caught by the following simplified limit. Assuming a direct coupling of only φ2 with the Higgs,
i.e. λH11 = 0 and setting v3 ∼ 0, v2 ≪ v1, the relevant particle spectrum of the dark sector reduces to
a two component DM, consisting into CP-odd dark Higgs χ and the mass degenerate vector pair Aµ1,2,
interacting with the SM through the two lightest CP-even mass eigenstates h1,2 (h1 is identified with
the SM Higgs). The DM interaction Lagrangian is thus simply written as:

L =
g̃mA

2
(−h1 sin θ+h2 cos θ)

∑

a=1,2

Aa
µA

aµ+λ2v2(− sin θh1+cos θh2)+λH22vh(cos θh1+sin θh2)χ2 (6)
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with g̃ and θ being the new gauge coupling and the mixing angle between SM and dark Higgs, and
substantially resembles a two-component dark portal Lagrangian. The coupling of the scalar DM
component χ depends on the λH22 and on the quartic self-coupling of φ2, λ2. These can be rexpressed
as:

λ2 = g̃
2

cos2 θm2
h2
+ sin2 θm2

h1

4m2
A

, λH22 = g̃
(m2

h1
− m2

h2
) sin θ cos θ

2vhmA
(7)

Despite the similarity with the Lagrangians (1) the DM phenomenology is sensitively different. We
have indeed that the annihilation of the vectorial component is enhanced by the presence of the ’dark’
channel AA → χχwhich is dominant, at least in some regions of the parameter space, because does on
depend, contrary to the ones into SM states, on sin θ, which is constrained to be small because of the
constraints on not standard decay branching fractions of the 125 GeV Higgs. For what regards the DM
direct detection the scalar component features, instead, a peculiar behaviour. In the non relativistic
limit, its effective coupling with the quarks is given by:

gχχqq ∝
⎡
⎢⎢⎢⎢⎢⎣

1
m2

h1

(
cos2 θλH22vh − sin θ cos θλ2v2

)
−

1
m2

h2

(
sin2 θλH22vh + sin θ cos θλ2v2

)⎤⎥⎥⎥⎥⎥⎦ (8)

It can be straightforwardly verified, by substituting eq. (7), that this coupling is null.
An interesting setup thus emerges: only one dark matter component is actually capable of scattering
with nucleons but his abundance is reduced by a new annihilation channel, so that the total event
rate at a DD experiment would be reduced. Moreover the annihilation and scattering cross-section
are not fully correlated since the latter depends on sin θ while AA → χχ process not. The other DM
component, with an unsuppressed abundance, is instead not capable of scattering off-nuclei.

Figure 2. Combined constraints for two two-component DM benchmarks. The red contours represent the ex-
perimentally favoured value of the (total) DM relic density. The orange and yellow lines represent, respectively,
the current limit by LUX [3] and a 2 yr exposure projected sensitivity by XENON1T [4]. The colored regions
represent three ranges, < 0.1, 0.1 − 0.9 and > 0.9, of the density fraction fA of the vectorial DM component.

The phenomenological impact of these features is shown on fig. (2). Here for two benchmarks we
have compared, similarly to what done in fig. 1, the constraints from DM relic density and DD as
function of the DM coupling (it is g̃ for both components) and DM mass (one mass is varied and the
other kept fixed, alternatively, in the two panels.). As evident bounds from LUX do not affect the
region at the correct DM relic density, even when this is dominated by the vector component (see
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right panel of fig. 2). On the contrary this scenario will be probed, at least partially by XENON1T,
although an exposure time of two years will be needed.

4 Conclusions

WIMPs are an attractive class of DM candidates. The simplest model realizations, dubbed dark por-
tals, are in increasing tension with limits from Direct Detection. We have shown in an explicit example
that this kind of bounds can be easily relaxed in multi-component DM constructions.
Acknowledgements: The author warmly thanks the organizers of the RICAP conference for the
chance of giving this contribution.
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Seasonal variations of the rate of multiple-muons in the Gran
Sasso underground laboratory
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Abstract. It is well known that the rate of cosmic ray muons depends on the atmospheric
temperature, and that for events with a single muon the peak of the rate is in summer, in
underground laboratories in the northern hemisphere. In 2015 the MINOS experiment, in
USA, found that, for small distances between the multiple-muons, the rate of multiple-
muons peaks in the winter and that the amplitude of the modulation is smaller than in the
case of a single muon. I have done a re-analysis of data of the past MACRO experiment.
The result is that under Gran Sasso the rate of multiple-muons at small distances peaks
in the summer. This difference with MINOS could be explained by differences in the
atmospheric temperature due to latitude. This results could be of interest for dark matter
experiments looking to dark matter seasonal modulation due to the Earth’s motion.

1 Introduction

Underground muons originate primarily from the decay of mesons produced in high energy interac-
tions between primary cosmic ray particles and atmospheric nuclei [1]. Fluctuations in atmospheric
temperature lead to variations in the muon rate observed at ground level and underground.

While the temperature of the troposphere varies considerably within the day, the temperature of
the stratosphere remains nearly constant during the day, usually changing on the time scale of seasons.
An increase in temperature of the stratosphere causes a decrease in density. This reduces the chance
of meson interactions, resulting in a greater number of mesons that decay and produce muons and
increases the muon rate observed by several experiments located deep underground. For the a recent
summary of the data see [2]. The majority of muons detected in an underground detector are produced
in the decay of pions. All the underground experiments until 2015 analyzed the muon rate of events
with a single track, or with specific cuts to select those events as for example in [3] or simply because
in small detectors the rate is largely dominated by the single muons.

In 2015 the MINOS experiment published the seasonal modulation of the multiple-muons events
[4]. We expect different seasonal oscillation between multi muon events and single muon events.
One difference is due to the fact that multiple-muons are produced by primary cosmic rays with an
energy higher than the one needed for single muons. Another difference is due to the different cosmic
ray primary, multiple-muons production is preferred by heavy primaries. Heavy primaries have a
cross section bigger than proton and therefore interact higher in the atmosphere. Another effect is
geometrical: large size multiple-muons are produced at a bigger heigth than single muons or multiple
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muons of a small size. Of course this kind of geometrical effect depends also by the size of the
detector.

MINOS reports results of two detector: a far detector (FD) with an overburden of 225 m.w,e,
and a near detector (ND) at 2100 m.w.e. MINOS has observed a multiple-muon phase inconsistent
with the summer maximum observed in the ND and the FD single-muon data. Data collected by the
MINOS FD were used to show that there is a transition from a summer maximum in multiple-muon
events with a large track separation to a winter maximum in multiple-muon events with a small track
separation. This transition occurs at track separations of about 5-8 m. The amplitude of the oscillation
was also dependent on the tracks separation.

The dependence of the muon rate variations on the atmospheric temperature at the first order can
be expressed as [3] :

∆Iµ
I0
µ

= αT
∆Te f f

< Te f f >
(1)

where αT is a constant and Te f f is an e f f ective temperature. The effective temperature can be
computed dividing the atmosphere in layers for which the temperature measurements exist. The ef-
fective temperature is a weighted mean of the layer temperatures. To compute Te f f I have used the
formula given in the MACRO paper [3]. The Te f f used by MINOS [4] looks different, but numeri-
cally gives similar results to the one used by MACRO. For the atmospheric temperature I have used
the temperature measurements at 37 atmospheric pressures provided by the ECWMF, the European
Centre for Medium-Range Weather Forecasts [6].

MACRO [5] has been the largest acceptance cosmic ray detector located in the Gran Sasso un-
derground laboratory in Italy. The large acceptance of MACRO allowed a large number statistics for
multiple-muons. MACRO ended data taking in December 2000. The data presented on the single
muon seasonal variation in the paper [3] were collected during the MACRO construction in the period
December 1992-December 1994. The data presented in this paper have been collected in the period
December 1995 -December 2000 with the full MACRO, corresponding to about 34.5 × 106 single
muons and and 2.6 × 106 events having at least 2 tracks.

2 The data selection

The tracking package used in this analysis requires at least 4 horizontal streamer chamber planes or
at least 2 horizontal streamer planes and 2 vertical streamer planes [5]. In this analysis I have used
only one view: the streamer tube "wires view"; this in order to avoid the problems due to the possible
wrong association of the two different views to define tracks in multiple-muons events.

This analysis is looking for effect at the 1% level. This means that is important to select runs
having good efficiencies. MACRO was divided in 6 "supermodules" and the data acquisition was
done with 3 separate data acquisitions, each collecting data from two supermodules. Sometimes a
couple of supermodules was removed from the acquisition for the maintenance of the detector. Since
the rate of single muons with the full MACRO is about 860 events/hour it is possible to select the runs
with full MACRO applying a cut on the rate of the single muons. So I have analyzed only the runs
with rate of the single muons between 710 and 1010 events/hour corresponding to a cut of more than
5 σ, a factor 9 larger than the 1.9% single muon variation due to the seasonal modulation.

I have not tried more sophisticated selection based on the logbook of the detector performance
because of technical problems. I recall that the MACRO data analysis was designed around 1990 and
it was based on alfaVAX Digital Equipment computers with VMS operatinfg system. A fraction of
the analysis code, but not all, was ported to UNIX before the end of the experiment. So in this analysis
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Figure 1. Single muons every 10 days. The x axis shows the day number starting from April 20th 1994. On the
top are the single muons every 10 days. The bottom plot shows the effective temperature Te f f in Kelvin. The fit
is done with a sinusoid + a constant (p2). The parameters p0/p2 = 1.9% give the oscillation amplitude, p1 gives
the day of the peak, starting from day 0 =January 1th. p1 is 180.3 for single muons, The periodicity is fixed at
365.2 days

it was difficult to access to all the information on the data quality and to the detailed data base of the
detector efficiencies. I have used only the information contained on data summary files containing
track and hit informations.

However it is important to note the requirement on the very small number of hits to define a track
(4 over a maximum possible of 14 for the horizontal chambers, or 2 horizontal and 2 vertical). Since
the typical streamer tube efficiency is of the order of 97%, reasonable variations of this efficiency
doesn’t change very much the tracking efficiencies. MACRO started to take data with the full detector
around April 20 1994, but in this analysis I have used only data starting from December 1995, to
select data collected in stable conditions.

3 Results

The number of the single muon events every 10 days is shown at the top of Fig. 1. The x axis of the
plot is the day number (day 0 is April 20 1994). The fit is done with a sinusoid + a constant value
(parameter p2). The periodicity is fixed at the value of 365.2 days. The fit parameters ratio p0/p2
gives the fractional oscillation amplitude, p1 gives the day of the peak. p1 is 180.3 for single muons
(Jun 30th-July 1th). From the daily correlation of the single muon rate with Te f f of Eq 1 is obtained
αT = 1.03±0.01(statistical) higher than the value αT = 0.83±0.13 reported in the MACRO seasonal
modulation paper[5],to be compared the theoretical value αT =∼ 0.92 [2].

In case of multiple-muons the distance between couples of tracks has been evaluated using only
the wire view, and the average value of the distances has been evaluated for each event. Fig. 2 shows
the rate of the multiple muons with different cuts on the average distance: distance between 5 and 30
cm, 30 and 220 cm, 220 and 1000 cm and average distance bigger than 1000 cm. In the case of the
multiple muons the peak of the rate varies from day 181, for distances bigger than 1000 cm, to day
198, for distances between 5 and 30 cm. The peak of the rate of multiple muons is delayed of a few
days respect to the one of single muons, but is far from the winter months as observed in MINOS.
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Also the amplitude varies from a minimum of 0.4% to a maximum of 5.8% for distances bigger than
1000 cm.

The results are seen in a better way in the polar graph of figure Fig. 3. On the left are the MACRO
results and on the right are the MINOS results. The MACRO and MINOS data looks quite similar: in
both there is a small amplitude at short distances and the oscillation amplitude is larger then the one
of single muons at large distance (this is expected if every muon of multi-muons events is produced
as "single" muon). In both experiments there are changes of the peak position correlated with the
amplitude, but in MACRO the variations of the peaks are much smaller that in MINOS, while the
variations of the amplitude are similar.

A comparison of the ECWMF atmospheric temperature in 37 layers shows different seasonal vari-
ations in the two experimental sites. In fact in MINOS there are atmospheric layers with a peak
temperature in the winter season, while in MACRO the peak temperature is always in the summer
months. This differences occurs at a height of about 13 km, where atmospheric jet streams are impor-
tant. This difference is probably due to the different latitudes ( 420 for Gran Sasso and 480 for MINOS
FD ).

4 Conclusion

The peak of the rate of the multiple muons under Gran Sasso with different cuts on the distance,
are in July, delayed respect to the one of single muons, while the expected peak of the dark matter

Figure 2. Multiple-muons every 10 days. The x axis shows the day number starting from April 20th 1994.
Starting from the top: muons every 10 events with at least 2 tracks and with average distance between 5 and 30
cm, 30 and 220 cm, 220 and 1000 cm and average distance bigger than 1000 cm. The day of the peak of the rate
(parameter p1) varies from 181 to 198 (July 1th- July 18th.)

 
 

DOI: 10.1051/, 0 713605004136 epjconf/201EPJ Web of Conferences
RICAP16

5004 (2017)

4
 
 

                                                                           304



Figure 3. The amplitude and the phase of the first harmonic of the multiple muon rate in MACRO and MINOS.
Phase 0 is near January 1th. Phase π is near July 1th. The line is only to guide the eye. The points labeled as 1
show the value for the single muons. The points after 1 are for multiple-muons. They are in increasing values of
the separation between muons. In MACRO the points 2-5 corresponds to cuts in the average muon distance 5-30,
30-220,220-1000 cm , ≥1000. In MINOS the cut is in the minimum distance and the points 2-4 corresponds
to cuts 60-450, 450-800,≥800 cm. In MINOS there are big changes in the phase, but not in MACRO. In both
experiments, the last point (cut at large distance) has practically the same phases of the one of single muons,
while the amplitude is larger. Note that the radial scale of the two plots is different.

signal is expected around June 2; therefore multiple-muons originated backgrounds should not be a
problem for the DAMA [7] dark matter experiment. This result is different in the MINOS FD site, the
difference could be due to the different depths and to the different latitudes.

The author thanks A. Longhin, for giving me the ECWMF temperatures, A. Paoloni and A.Marini
for useful suggestions and discussions, and all the MACRO past collaborators, listed in ref [5], con-
tributing to the success of this experiment. This work also shows the importance to save data and the
software of past experiments.
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