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Abstract

This report describes the technical design detector for SuperB.
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11 Electronics, Trigger, Data Acquisition and
Online

Breton/Marconi/Luitz Pages : 7-10

11.1 Architecture Overview

SL + DB + UM
The SuperB [1] Electronics, Trigger, Data ac-

quisition and Online system (ETD) comprises
the Level-1 trigger, the event data chain and
their support systems. Event data correspond-
ing to accepted Level-1 triggers move from
the Front-End Electronics (FEE) through the
Read-Out Modules (ROMs), the network event
builder, the High Level Trigger (HLT) to a data
logging buffer where they are handed over to the
offline for archival and further processing. ETD
also includes the hardware and software compo-
nents that control and monitor the detector and
data acquisition systems and perform near-real-
time data quality monitoring and online calibra-
tion.

The system design takes into account the ex-
perience from running BABAR [2] and building
the LHC experiments [3], [4], [5]. To minimize
the complexity of the FEEs and the number of
data links, the detector side of the system is
synchronous and all sub-detector readouts are
triggered by a fixed-latency first-level trigger.
Custom hardware components (e.g. specialized
data links) are only used where the require-
ments cannot be met by off-the-shelf compo-
nents (such as e.g. Ethernet). Radiation levels
are significantly higher than in BABAR, making
it mandatory to design radiation-tolerant on-
detector electronics and links. Fig. 11.1 shows
an overview of the trigger and the event data
chain:

A first-level hardware trigger uses dedicated
data streams of reduced primitives from the
sub-detectors to provide trigger decisions to the

Fast Control and Timing System (FCTS). The
FCTS is the central bandmaster of the system;
it distributes the clock and readout commands
to all elements of the architecture and initiates
the readout of the events in the detector FEE.
In response to readout requests, the FEE send
event fragments to the ROMs which perform a
first stage internal event build and send the par-
tially constructed events to the HLT farm where
they are combined into complete events and pro-
cessed by the HLT which reduces the amount of
data to be logged permanently by rejecting un-
interesting events.

The trigger, data acquisition and support
components of the ETD system are described
in this chapter, subdetector electronics, power
supplies, grounding and shielding and the cable
plant are described in the next chapter.

11.1.1 Trigger Strategy

PB + UM + SL
The BABAR and Belle [6] experiments both

chose to use “open triggers” that preserved
nearly 100% of BB events of all topologies, and
a very large fraction of τ+τ− and cc events. This
choice enabled very broad physics programs at
both experiments, albeit at the cost of a large
number of events that needed to be logged and
reconstructed, since it was so difficult to reli-
ably separate the desired signals from the qq
(q = u, d, s) continuum and from higher-mass
two-photon physics at trigger level . The physics
program envisioned for SuperB requires very
high efficiencies for a wide variety of BB , τ+τ−,
and cc events, and depends on continuing the
same strategy, since few classes of the relevant
decays provide the kinds of clear signatures that
allow the construction of specific triggers.

All levels of the trigger system are designed
to permit the acquisition of prescaled samples of
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Figure 11.1: Overview of the Trigger and Data Chain

events that can be used to measure the trigger
performance.

The trigger system consists of the following
components 1:

Level 1 (L1) Trigger: A synchronous, fully
pipelined L1 trigger receives continuous data
streams from the detector independently of the
event readout and delivers readout decisions
with a fixed latency. While we have yet to con-
duct detailed trigger studies, we expect the L1
trigger to be similar to the BABAR L1 trigger, op-
erating on reduced-data streams from the drift
chamber and the calorimeter. We will study
the possibilities of improving the L1 trigger per-
formance by including SVT information, taking
advantage of larger FPGAs, faster drift chamber
sampling, the faster forward calorimeter, and
improvements to the trigger readout granular-
ity of the EMC.

High Level Triggers (HLT) — Level 3 (L3)
and Level 4 (L4): The L3 trigger is a soft-
ware filter that runs on a commodity computer
farm and bases its decisions on specialized fast
reconstruction of complete events. An addi-
tional “Level 4” filter may be implemented to
reduce the volume of permanently recorded data
if needed. Decisions by L4 would be based on
a more complete event reconstruction and anal-
ysis. Depending on the worst-case performance

1 While at this time we do not foresee a “Level 2” trigger
that acts on partial event information in the data
path, the data acquisition system architecture would
allow the addition of such a trigger stage at a later
time, hence the nomenclature.

guarantees of the reconstruction algorithms, it
might become necessary to decouple this filter
from the near-realtime requirements of L3 —
hence, its designation as a separate stage.

11.1.2 Trigger Rate and Event Size
Estimation

SL + UM
The SuperB L1-accept rate design standard

of 150 kHz is based on an extrapolation from
BABAR (see the SuperB CDR [1] for more de-
tail). The BABAR Level-1 physics configuration
produced a trigger of approximately 3 kHz at a
luminosity of 1034 cm−2sec−1, however changes
in background conditions produced large varia-
tions in this rate. The BABAR DAQ system per-
formed well, with little dead time, up to rates of
approximately 4.5 kHz. This headroom of 50%
was very valuable for maintaining stable and ef-
ficient operation and will be retained in SuperB .

In BABAR the offline physics filter’s out-
put corresponded to a cross-section of approx-
imately 20 nb and included a highly efficient
Bhabha veto. We take this as an irreducible
baseline for an open hardware trigger design; in
fact this is somewhat optimistic since the of-
fline filter used results from full event recon-
struction. The accepted cross-section for Bhab-
has in SuperB is approximately 50 nb (Note:
to be checked). At the SuperB design lumi-
nosity of 1036 cm−2sec−1 these two components
add up to 70 kHz L1-accept rate without back-
grounds. Scaling the beam backgrounds from
BABAR we assume 30 kHz of background-related
L1 accepts, resulting in a total of 100 kHz. Since
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a Bhabha veto at L1 is not part of the SuperB
baseline trigger design, this is the minimum rate
the readout system has to handle. By adding a
BABAR-like reserve of 50% to both accomodate
the possibility of higher backgrounds then de-
sign (e.g. during machine commissioning), and
the possibility that the machine exceeds its ini-
tial design luminosity, we obtain the SuperB de-
sign rate of 150 kHz of L1-Accepts.

The event size estimates still have some un-
certainties. Raw event sizes (between front-
end electronics and ROMs) are understood well
enough to determine the number of data links
required. However, neither the algorithms that
can be safely employed in the HLT (or possibly
in the ROMs) for data size reduction (such as
zero suppression or feature extraction) nor their
specific performance for event size reduction are
yet known. Based on initial estimates for the
SVT and the calorimeter, we assume an event

size of 500 kbyte before the HLT that can be re-
duced in the HLT to 200 kbyte for permanent
logging.

11.1.3 Dead Time and Buffer Queue
Depth Considerations

SL + DB + UM
The readout system is required to handle the

maximum average rate of 150 kHz and to absorb
the expected instantaneous rates, both without
incurring dead time of more than 1% under nor-
mal operating conditions at design luminosity2.
Dead time is generated and managed centrally
in the FCTS based on feedback (“fast throttle”)
from the FEE by dropping valid L1 trigger re-
quests that do not fit into the readout system’s

2The 1% dead time specification does not include events
that are lost due to individual sub-detector’s intrinsic
dead times or the L1 trigger’s limitations in separat-
ing events that are very close in time.
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Figure 11.3: Minimum derandomizer buffer
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below 1% as a function of the
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envelope for handling of average or instanta-
neous L1 trigger rates.

The average rate requirement determines the
overall readout system bandwidth; the instan-
taneous trigger rate requirement affects the
FCTS, the data extraction capabilities of the
front-end-electronics, and the depth of the de-
randomization buffers. The minimum time in-
terval between bunch crossings at design lumi-
nosity is about 2.1 ns—so short in comparison
to detector data collection times that we assume
“continuous beams” for the purposes of trigger
and FCTS design: The inter-event time distri-
bution is exponential and the instantaneous rate
is only limited by the capability of the L1 trigger
to separate events in time. Therefore, the burst
handling capability of the system (i.e. the de-
randomization buffer size in the FEEs) is deter-
mined by the average L1 trigger rate, minimum
time between L1 triggers, and the data link oc-
cupancy between the FEEs and the ROMs. Fig-
ure 11.3 is based on a simple simulation of the
FCTS and FEE of a typical subdetector and
shows the minimum buffer depth that is re-
quired to keep the event loss due to a full de-
randomization buffer below 1% as a function of

the data link utilization. In the system design,
we will target a link utilization of 90% which
will require the derandomizer buffers to be able
to hold a minimum of 10 events. Additional de-
randomizer capacity will be required to absorb
triggers generated while the fast throttle signal
is propagated from the CFEE to the FCTS.

11.2 Electronics in the SuperB
Radiation Environment

DB + ?
The high luminosity of the machine and the

presence of numerous massive elements close to
the interaction region will generate much higher
levels of radiation than in BABAR, where radi-
ation effects on digital read-out electronics had
only been observed after the introduction of FP-
GAs on the end plate of the drift chamber.

In SuperB a large flux of charged particles
and photons originating from the interaction
point and the beam pipes will cross the detector,
generate large numbers of secondary neutrons as
well.

Therefore a common general radiation policy
has been set up at the ETD level.

Long term radiation effects are of two types
(ionizing and non-ionizing), while short term ef-
fects are linked to instantaneous ionization (Sin-
gle Events). Radiation levels have been sim-
ulated, and Total Ionizing Doses (TID) range
from 5kGy down to a few Gy depending on the
electronics location. The neutron fluence is re-
quired to estimate the effect of the Non-Ionizing
Energy Loss (NIEL) and is still under study.

Shielding of the sensitive parts of the detec-
tor like electronics is a key point of the design,
which has been carefully studied. However, all
electronics located on the detector have to be
able to handle not only the damages linked to
TID and NIEL, but also to present the small-
est sensitivity to Single Event Upsets (SEUs),
thanks to the intensive use of mitigation tech-
niques like triple modular redundancy (TMR)
for the latches and flip-flops and of safety codes
(like parity bits) for data stored in memories.
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Figure 11.4: Level 1 Trigger Overview

All the components used will be validated for
their proven capacity to handle the integrated
dose and NIEL foreseen. Power supplies are also
designed specifically in order to perform safely
in the radiative environment. The architecture
of the system has been designed in such a way
to reduce as much as possible the risk of fail-
ure, especially concerning the critical elements
linked to experiment control and readout. In
case of failure despite all these precautions, mis-
functionning will be detected, experiment con-
trol system will be immediately warned, and a
fast recovery strategy will be deployed in order
to limit as much as possible the dead-time due
to these radiation effects.

11.3 Trigger and Event Data
Chain

The systems in the trigger and event data chain
manage event selection, event filtering and end-
to-end data flow from the detector to the inter-
mediate buffer.

11.3.1 Level-1 Trigger

PB (+ SL?)
The current baseline for the L1 trigger is to re-

implement the BABAR L1 trigger with state-of-
the-art technology. It would be a synchronous
machine running at 59 MHz (or multiples of
59 MHz) that processes primitives produced by
dedicated electronics located on the front-end
boards or other dedicated boards of the respec-
tive sub-detector. The raw L1 decisions are sent
to the FCTM boards which applies a throt-
tle if necessary and then broadcasts them to

the FEEs and the ROMs. The standard cho-
sen for the crates would most likely be either
ATCA for Physics (Advanced Telecommunica-
tions Computing Architecture) for the crates
and the backplanes, or a fully custom architec-
ture.

The main elements of the L1 trigger are
shown in Fig. 11.4 (see [8] for detailed descrip-
tions of the BABAR trigger components):

Drift chamber trigger (DCT): The DCT con-
sists of a track segment finder (TSF) , a bi-
nary link tracker (BLT) and a pt discriminator
(PTD). The DCT also extrapolates tracks to the
IP; this allows to remove backgrounds that do
not originate from the IP.

The layout of the DCT is shown in Fig. 11.5.
Track finding is implemented in two stages: In
the first stage, the algorithm locally searches for
track segments exploiting the data available at
the front-end level. The second stage links the
track segments and searches for complete tracks.
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Figure 11.5: DCT Overview

Local Segment Finding: Two options are un-
der discussion as DCH front-end (FE). In the
first option time and charge are measured using
FADCs and TDCs. A second option is instead
based on a cluster counting technique. Granu-
larity is 64 channels per FE in the first case and
16 channels per FE in the second. In the first
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case data delivered by the FE will be gathered
by a single board on the FE crate and an opti-
cal link will connect the crate with the trigger
crate. In the other option the DCH electron-
ics has a modularity of 64 channels distributed
on 4 contiguous radial planes. This geometry
defines the super layer. Table 11.1 shows the
super-layer composition for the DCH and the
FE cards necessary for its data acquisition. The
track segment finder is partially integrated in
the DCH front-end.

The TSF will be implemented either at the
crate level or at the mezzanine level; the number
of optical links and TSFs will be 118 in the case
of ADC/TDC-based DCH electronics or equal
to the number of DCH front-end crates in the
case of cluster counting. With cluster counting,
data delivered by the FE will be gathered by
a single board in the FE crate and sent to the
trigger processor via an optical link.

Each card reads a set of super cell, and each
signal will be properly stretched to accommo-
date at least one drift time. The TSF takes
decisions at a programmable rate which can be
as high as 59 MHz. A possible track segment is
shown in Fig. 11.6.

A pattern needs 3 hits to be taken in con-
sideration. The TSF delivers a bit stream to
the following DCH stage, whose dimension de-
pends on sampling frequency. This bit stream
represents the φ of the segment in the super cell.
These data are delivered to the trigger crate. To
avoid efficiency losses a small number of con-
tiguous channels is collected by all the neigh-
boring cards. It is relevant in this scheme to
optimize the sampling frequency as a function
of track efficiency and exploited bandwidth.

Transmission links: We will use high speed se-
rial links to deliver trigger data to the trigger
crate. Therefore signal aggregation delivered by
the TSF is made possible, and a single card in
the trigger crate has all the data from the per-
taining superlayer.

Global Tracking: A simple and efficient track-
ing algorithm is the Binary Link Track Finder
(BLT) developed within the CLEO collabora-
tion. This method starts from superlayer (SL) 2

and moves radially outward combining the TSFs
if in the following SL one of the three contigu-
ous TSF is active. The track length varies from
the first to the last super layer. It is possible to
implement a majority logic function of machine
background. Track charge does not affect the
algorithm and it can be implemented on pro-
grammable logic. DCT primitives are received
by the DCH L1 trigger box. In this crate the op-
tical links exploited by the DCH trigger lines are
collected in such a way that each board stores
the information of a single SL. A bus with a
switch topology interconnects the single boards
where the SL information is present with the
master where all the DC TSFs are present.

Particle Counter: The BLT outputs are used
to count different tracks using a multiplicity
logic exploiting also isolation criteria. To define
a track we can use associative memory based
techniques so that in one clock cycle a pattern
can be identified. The very same ASIC can
in principle be used to compute the transverse
momentum and the perigee parameters of the
track. Track counter takes in consideration 4
SL long tracks.

Transverse Momentum: Using TSF positions
and their φ angle it is possible to measure track
multiplicity above a pre-defined threshold and
their perigee parameter. The data are delivered
to the GLT which on the basis of the trigger
tables asserts the trigger.

Electromagnetic Calorimeter Trigger (EMT):
The EMT processes the trigger output from
the calorimeter to find energy clusters. From
the trigger point of view the electromagnetic
calorimeter in the barrel is composed of 24 (8x3)
CsI (tl doped) crystal towers.

The EMT layout is shown in Fig. 11.7.
The number of crystals in the barrel is 5760

this implies that the trigger box will handle 240
modules (trigger lines) in the barrel. At the
moment we are thinking to divide the end-cap
in 5x5 crystal tower this would imply a maxi-
mum of 60 towers. Two different strategies are
under study. In the first strategy the analogic
sum is computed using the information of the
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Sl1 SL2 SL3 SL4 SL5 SL6 SL7 SL8 SL9 SL10 TOT

Planes 4 4 4 4 4 4 4 4 4 4
Type A A U V U V U V A A

n. wires 736 864 496 560 624 688 752 816 896 960 7392
n. TSF 12 14 8 9 10 11 12 13 14 15 118
n. BCD 1 1 1 1 1 1 1 1 1 1 10

Table 11.1: DCH superlayer (SL) and wire readout

Figure 11.8: EMT trigger tower layout
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same pre-amp used by the front-end. The other
strategy foresees to endow each crystal with in-
dependent photon detectors (SiPm). The sig-

nal delivered by the SiPm is analogically added
up at the tower level. The output can be cal-
ibrated using a look-up table and the sum can
be encoded and delivered exploiting an LVDS
link to an electro-optical converter shielded by
radiation.

Particle Finders: Global cluster formation
The energy can be released on several contigu-
ous towers, therefore, as shown in Fig. 11.8 to
assert the trigger signal we’ll consider neighbor-
ing towers. Towers are scanned and their energy
added if a release above a threshold of interest
is exceeded in neighbouring towers.

As in Bbar, there will be 3 separate energy
thresholds for clusters in the trigger: M clus-
ter (above a low energy consistent with a mini-
mum ionizing), G cluster (above 500-600 MeV)
and cluster (electron Bhabha). The thresholds
are all programmable. The Bhabha can be ve-
toed or pre-scaled. This algorithm will be im-
plemented by the L1 EMT processor.

Particle Counters: Since clusters can be dy-
namically defined this allows to apply isolation
cuts on particle definition.

L1 DCT and EMT trigger processors: A
crate based on VME or ATCA technology will
host L1 processors. These processors will be
based on FPGA technology and have the same
optical and electrical interfaces. They will dif-
fer by the firmware they run. Track finding and
dynamic super-cluster definition will be imple-
mented on the L1 processor backplane.

Global Trigger (GLT): The GLT processor
combines the information from DCT and EMT
(and possibly other inputs such as a Bhabha
veto) and forms a final trigger decision that is
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Figure 11.6: Track segment: BABAR vs SuperB output bitstream. In this example we assumed to
double babar samplig frequency.

sent to the FCTS. The global trigger receives
the information of the detector participating to
trigger definition through an optical link. The
trigger can be asserted considering the informa-
tion delivered by the DC and the EMC either
separately or combined. This module combines
the information of the detectors and compares
them to pre-defined criteria. Through the use of
an FPGA the trigger can be fully programmable
and upgradeable.

Note: This still needs to be updated.
We will study the applicability of this base-

line design at SuperB luminosities and back-
grounds, and will investigate improvements,
such as adding a Bhabha veto to the L1 trig-
ger. We will also study faster sampling of the

DCH and the impact of the forward calorimeter
design choice.

For the barrel EMC we will need to study how
the L1 trigger time resolution can be improved
and the trigger jitter can be reduced compared
to BaBar. In general, improving the trigger
event time precision should allow a reduction
in readout window and raw event size. The L1
trigger may also be improved using larger FP-
GAs (e.g. by implementing tracking or cluster-
ing algorithm improvements, or by exploiting
better readout granularity in the EMC).

L1 Trigger Latency: The BABAR L1 trigger
had 12µs latency. However, since the size, and
cost, of the L1 data buffers in the sub-detectors
scale directly with trigger latency, it should be
substantially reduced, if possible. L1 trigger la-
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tencies of the much larger, more complex, AT-
LAS, CMS and LHCb experiments range be-
tween 2 and 4µs, however these experiments
only use fast detectors for triggering. Taking
into consideration that the DCH adds an in-
trinsic dead time of about 1µs and adding some
latency reserve for future upgrades, we are cur-
rently estimating a total trigger latency of 6µs
(or less). More detailed engineering studies will
be required to validate this estimate.

Monitoring the Trigger: To debug and moni-
tor the trigger, and to provide cluster and track
seed information to the higher trigger levels,
trigger information supporting the trigger deci-
sions is read out on a per-event basis through
the regular readout system. In this respect,
the low-level trigger acts like just another sub-
detector.

11.3.2 Fast Control and Timing System

DC + CB + DB + SL
The Fast Control and Timing System (FCTS)

manages all elements linked to clock, trig-
ger, and event readout, and is responsible
for partitioning the detector into independent
sub-systems for testing and commissioning.
Fig. 11.10 shows how the FCTS is connected
to the L1 trigger, FEE, ROMs and HLT. Note:
Merge content of Fig. 11.10 and Fig.11.9

The FCTS will be implemented in a crate
where the backplane can be used to distribute
all the necessary signals in point-to-point mode.
This permits the delivery of very clean syn-
chronous signals to all boards—avoiding the use
of external cables. The Fast Control and Timing
Module (FCTM, shown in Fig. 11.11) provides
the main functions of the FCTS:

Clock and Synchronization: The FCTS syn-
chronizes the experiment with the machine and
its bunch pattern, distributes the clock through-
out the experiment, buffers the clock, and gen-
erates synchronous reset commands.

Note: We somewhere need to discuss “syn-
chronization” in more detail, here some poten-
tial topics:

• Describe dedicated clock distribution

• Fixed-latency implementation in FPGA
(verify) - can’t forget this!

• Timing of the various delays during com-
missioning so that the analog signals are
placed correctly within the readout win-
dows. Where is the adjustable delay? On
the sender side or the receiver side (i.e. sub-
detector). DC proposes receiver (it’s a per-
subdetector thing. Also could potentially
adjust latency buffer depth in FEE + ad-
just phase). What is the hardware support
needed in CFEE to measure the offset. Is
there a common implementation? Proba-
bly not, FEE will have to deal with this
problem.

• The ability to reset all clock dividers and
state machines in the (C)FEE at system
initialization to ensure that divided ver-
sions of the 59MHz global clock and state
machines are also “in phase”. This proba-
bly needs some sort of a “reset” or “sync”
command to be broadcast to all FEE in a
partition via the clock/command link.

• Protocol to detect, report and recover from
“loss of lock” in CFEE. Return path of
command link (also used for fast throttle)
for reporting? Can we recover an individi-
ual channel / channel group or do we need
to globally reset / resync the detector?

Trigger Handling and Throttling The FCTS
receives the raw L1 trigger decisions, throt-
tles them as necessary, generates readout com-
mands and broadcasts them to the FEEs and
the ROMs.

Note: We need a discussion of the implemen-
tation of a fast throttle. Some issues

• The FCTS needs one bit per subdetector
to do the fast throttle

• Aggregation of throttles from different
front-end boards within one subdetector is
not subdetector-specific
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Figure 11.9: Overview of L1T/FCTS/ROM/HLT integration Note: Merge with previous figure

• For diagnostic purposes it is mandatory
that we record which front-end board throt-
teled when (“Logic analyzer on the throttle
lines”)

• need to define throttle latency (depends on
derandomizer depth) - should be as fast as
possible to be able to utilize the derandom-
izer as efficiently as possible (i.e. where do
we set the “almost full” level?)

L1-accept Command Format and Distribu-
tion The commands broadcast to the FEE
have a strict fixed-latency requirement and are
as simple and short as possible to minimize
the achievable temporal inter-command spacing
during transmission and the amount of decod-
ing required in the FEE. We foresee a parity-
protected 16-bit command word that contains
8 bits of command code and parameters and 8

bits of an event tag counter. The FEEs are re-
quired to include the FEE command word with
each event fragment they send to the ROMs.

The commands distributed to the ROMs have
no fixed-latency constraint. In addition to a
copy of the command word sent to the FEEs
they contain at least an event timestamp (56
bits), the full trigger word (32 bits) and the HLT
destination node (10-12 bits). Additional infor-
mation such as a per-run event counter or the
time since the last trickle injection pulse in the
HER or LER might be included in the ROM
command word as well. Since latency is vari-
able, the ROM commands can be derandom-
ized before transmission so that the ROM com-
mand links only needs to sustain the average
rate (150kHz) of ROM commands.

FEE and ROM commands are sent in the
same order (parallel pipelines). Suitable ways of
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Figure 11.10: Fast Control and Timing System

handling lost or corrupted FEE commands will
have to be developed, however this will depend
on the detailed failure modes of clock distribu-
tion and command links.

Event Management: The FCTS generates
unique event identifiers, manages the assign-
ment of events to nodes in the HLT farm and
uses a per-node sliding window protocol to load-
balance the HLT farm and to stop sending
events to unresponsive HLT farm nodes. To do
this, the FCTS manages a per-node counter of
events it is still allowed to send to this node.
A node’s counter gets decremented with each
event sent to that node. The FCTS determines
the next destination node by searching for the
next non-zero counter. Every HLT node asyn-
chronously sends generic “event requests” with
the number of events it is willing to take —
when the FCTS receives such a request from
a node it updates the corresponding counter
with the value contained in the request. The
ROM/HLT/FCTS protocol is described in more

detail in the network event builder section be-
low.

For an Ethernet-based event building network
it is unlikely that we will need to batch events
into multi-event-packets (MEPs), but the sys-
tem does not preclude the addition of an MEP
scheme. This might be required to send overlap-
ping events to the same HLT node or to acco-
modate a non-Ethernet event building network
that would require transmission of data in sig-
nificantly larger units.

To generate an MEP, the FCTS would sim-
ply send the same HLT destination address for
subsequent events which would then be packed
into the same MEP (the packing can in fact be
determined by the individual ROM). Sending
a ROM command with a new HLT destination
will then close the current MEP and open a new
one.

Handling the event distribution with the help
of the FCTS minimizes the intelligence required
in the ROMs.
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The FCTS also keeps track of all its activity,
including an accounting of triggers lost due to
FEE throttling or other sources of trigger in-
hibits.

Calibration and Commissioning: The FCTS
can trigger the generation of calibration pulses
and flexibly programmable local triggers for cal-
ibration and commissioning.

Note: How do we handle the EMC source cal-
ibration where by definition a meaningful global
calibration trigger can not be constructed.
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Figure 11.11: Fast Control and Timing Module

The FCTS crate includes as many FCTM
boards as required to cover all partitions. One
FCTM will be dedicated to the unused sub-
systems in order to provide them with the clock
and the minimum necessary commands.

Two dedicated switches are required in order
to be able to partition the system into indepen-
dent sub-systems or groups of sub-systems. One
switch distributes the clock and commands to
the front-end boards, the other collects throt-
tling requests from the readout electronics or
the ECS. These switches can be implemented on
dedicated boards, connected with the FCTMs,
and need to receive the clock. To reduce the
number of connections between ROM crates and
the global throttle switch board, throttle com-
mands could be combined at the ROM crate
level before sending them to the global switch.

11.3.3 Control and Data Links

AA et al
Note: This section will contain a comprehen-

sive discussion of the SuperB options for control
and data links. An overall discussion of “system
integration and error handling” as it pertains
to the SuperB data chain will be in a separate
section since it needs to be implemented across
multiple sytems, i.e. Clock, FCTS, FEE, Links,
ROM and maybe even event builder and HLT.

Requirements

• brief discussion of clock latency, band-
width, protocol

• request for off-the-shelf solution (no new
VLSI design)

Radiation Tolerance Issues

• recall of the SuperB rad environment Note:
general aspects should go into ETD rad sec-
tion

• brief description of tested off-the-shelf com-
ponents

• most promising devices: National
DS92LV18, Xilinx Virtex 5

• discussion of test results normalized to 1
kGy dose due to p@62MeV

• brief discussion of adopted SEU modera-
tion techniques in FPGA (TMR, scrubbing,
placement hardening, ...) Note: techniques
should go to ETD rad section, specific ap-
plication in tests goes here

Physical Implementation

• the mezzanine approach

• advantages for design, test, maintenance
and upgrade

• link design fully decapled from logic design

Control and Data Links

• very likely based on the same technology

• GOL as a backup solution for Data links
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Figure 11.12: Common Front-End Electronics

11.3.4 Common Front-End Electronics

JM + DB
In our opinion it would be beneficial to sep-

arate the functions required to drive the front-
end electronics by using dedicated independent
elements for the implementation of the differ-
ent functions. These elements could be im-
plemented as mezzanines or as circuits directly
mounted on the front-end modules (considered
here as carrier boards). For instance, as shown
in Figure 11.12, one mezzanine should be used
for FCTS signals and commands decoding, and
one for the ECS management. Depending on
the implementation of the FEE, it could also
be useful to decode the FCTS and ECS sig-
nals on one mezzanine and to distribute them
to the neighbouring boards. This would per-
mit a gread reduction in the number of links.
Driving the L1 buffers may also be implemented
in a dedicated common control circuitry which
may be implmented inside a radiation-tolerant
FPGA. This circuitry would have to handle
the L1 accept commands and provide the sig-
nals necessary to control the reading of the la-
tency buffer and the writing/transmitting of the
proper event buffer. The latency buffers could
be implemented either in the same FPGA or
directly on the carrier boards, and one such sin-
gle circuit could be able to drive numerous data
links in parallel, thus reducing the amount of
electronics on the front-end.

Said control circuit would also have to deal
with the potential pile-up of events and (if im-
plemented) the possibility to go back in time
after a rejected Bhabha event for the sub-
detectors affected, without forgetting the han-

dling of the fast multiplexer feeding the optical
link serializer.

Another important advantage of this solution
is that it permits the alternative of implement-
ing an analog L1 buffer inside an ASIC. Then
the only (potentially non-trivial) constraint is
that the analog output of the ASIC has to be
able to drive an internal or an external ADC
at a 59 MHz rate in order to keep the synchro-
nization with the rest of the system. It may be
feasible to relax this rate constraint by paral-
lelizing slower ADCs.

Serializers and link optical drivers should also
reside on the carrier boards, mainly for mechan-
ical and thermal reasons. Figure 11.12 shows a
possible implementation of the L1 buffers, their
control electronics and the outputs towards the
optical readout links. The control electronics
may sit within a dedicated FPGA. Both digital
and analog buffer types are shown.

Another important requirement is that all
(rad-tolerant) FPGAs in the FE have to be
reprogrammable without dismounting a board.
This could be done through dedicated front
panel connectors, which might be linked to nu-
merous FPGAs, but it would be of great help
if this could be done through the ECS system
without any manual intervention on the detec-
tor side.

11.3.5 Read-Out Modules

MB + UM

Figure 11.13: Readout Module

The Readout Modules (ROM, Fig. 11.13) are
the hardware interfaces between front-end elec-
tronics and the (software based) event builder.
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Figure 11.14: ROM block diagram – without
optical adapter

ROMs map the synchronous world of FCTS-
disciplined hierarchy to the asynchronous do-
main of the event-building computing farm.
Their processing flow starts by receiving event
fragments from the sub-detectors’ front-end
electronics and continues with cross-checking
front-end identifiers and absolute time-stamps,
buffering them in de-randomizing memories,
performing processing (still to be defined) on
the fragment data, and eventually injecting
the formatted fragment buffers into the event
builder and HLT farm. Connected to the front-
end electronics via optical fibers, they will be
located in an easily accessible, no radiation
area. The ROM design will be unique for all
sub-detectors and the peculiarities of each sub-
detector will be addressed by customization of
the ROM firmware. A ROM will have 10 or
more optical input channels at a rate of 1 Gbit/s
and at least one output channel at 10 Gbit/s. To
exploit flexibility and processing power of com-
puter technology, ROM will be manufactured
as PCI Express based add-on cards for servers
of the event-building farm. This solution will
help keeping production costs low (when com-
pared to a field-bus based solution) and opens a
new scenario of a mixed hardware-software pro-

cessing scheme for fragment data; unforeseen
changes and upgrades can also be addressed
with a low impact on the whole architecture.

A prototype ROM has been manufactured
and qualified, in order to assess the suitabil-
ity of this approach. The prototype ROM is a
PCI Express 2.0 based add-on card (Fig. 11.13)
based on a Xilinx Virtex6-250T FPGA with 48
high speed serial transceivers. The plug-in mod-
ule accommodates 3 SNAP12 optical receivers
and 2 QSP optical transceivers for a total of
44 receivers and 8 transmitters each operating
at max 6.2 Gbit/s. A 8 Mbyte true dual-port
ram acts as de-randomizing memory for incom-
ing fragments, while waiting to be streamed to
host server memory.

The prototype ROM features a TDC and a
ultra-low jitter PLL for the benefit of FPGA
(Fig 11.14). A 4x PCIE 2.0 interface with an ag-
gregate bandwidth of 20 Gbit/s per direction al-
lows fragment data to be moved to host memory
efficiently. To check worst-case power consump-
tion, the FPGA has been configured with 38 in-
put channels at 2.0 Gbit/s, 38 eight FIR filters
for data processing, a 10 Gbit/s PCI-express in-
terface, a scatter-gather DMA engine and a tim-
ing unit for a total of 92% occupancy of logic re-
sources; consuming approximately 60W, no pre-
caution has been taken for cooling when housed
on a low cost 2U Dell server. By means of a cus-
tom developed Linux driver we have exercised
the data transfer from the ROM dual-port RAM
and the host memory; the driver addresses the
custom designed scatter-gather DMA engine in
the FPGA to efficiently move the fragment data
from the ROM directly into user-space buffers;
the driver avoids copying data from kernel ad-
dress space to user address space by handling
the map between Unix virtual memory pages
and server physical memory regions, tunneling
data from ROM dual-port RAM to user-space
declared data vectors. Bandwidth tests show
that fragment buffers larger than few tenths of
Kbytes can be moved at a rate of approximately
950 Mbyte/s in the aforementioned configura-
tion (4x PCIE 1.1), while almost doubling at
4x PCIE 2.0 (with a 256 bytes PCI-E payload).
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Test results of the prototype ROM outperform
requirements in the foreseen deployment and
this gives us confidence that this approach can
be safely adopted.

11.3.6 Network Event Builder

SL
The ROMs receive event fragments in paral-

lel from the sub-detector front-end-electronics,
perform a first stage event-build, store the
event fragments in memory buffers and com-
bine them with the corresponding ROM com-
mand word received from the FCTS (over the
dedicated ROM-command links). The result-
ing event fragments are then encapsulated into
UDP datagrams and sent to the HLT node de-
termined by the destination node field in the
ROM command word. Thus, all fragments of a
given event are sent to the same HLT node. The
HLT nodes complete the event building process
by combining all fragments of an event and pass-
ing the full events to the HLT processes through
a queue.

As described above, the FCTS determines the
HLT destination node for every event using a
round-robin algorithm that is tuned by a simple
flow control scheme based on generic requests
and sliding windows: Each HLT node maintains
a queue of fully built events that is filled by the
event building process and drained by the HLT
processes. As long as the event building pro-
cess is running and the number of events in this
queue stays below a high-water mark, the HLT
node periodically sends “generic” requests for
more events to the FCTM active for the current
partition. These requests are sent over Ether-
net; the aggregate rate of the requests can be
limited to a fraction of the L1-accept rate, since
each request is for multiple events.

If the HLT processes on a node cannot keep
up with the incoming events, the node will
stop sending requests and after the FCTM has
exhausted the node’s window of outstanding
events, no more events will be directed to the
node. Only after the FCTM receives a new
event request from the node, it will consider it
as a valid event destination again. No events are
lost, since the node will queue the outstanding

events. This provides a flow-control and load
balancing mechanism for the HLT farm. In case
of a complete HLT node failure (or the failure of
the event building process) the event loss is less
or equal to the number of events last requested.

The event building process is inherently par-
allel and its rate can be scaled up as needed (up
to the bisection bandwidth of the event building
network). The baseline technology for the event
builder network is standard 10 Gbit/s Ether-
net. We will investigate the suitability of end-
to-end flow control mechanisms (such as IEEE
802.1Qbb) at the Ethernet layer for avoiding
packet loss in the event building network. We
will also investigate alternative network tech-
nologies and protocols (such as RDMA or In-
finiband).

With a L1 trigger rate of 150 kHz and a pre-
HLT event size of 500 kbyte, the bandwidth in
the network event builder is about 75 Gbyte/s,
corresponding to about 750 Gbit/s with network
overhead included. To avoid packet loss and
to maintain stability, the event building net-
work cannot be operated at an utilization of
100%, so we retain an additional safety factor
of ˜1.5. Thus, the minimum bisection band-
width required in the event building network is
1200 Gbit/s. When implemented with 10 Gbit/s
Ethernet, this means 120 “source” network in-
terfaces on the ROMs and at least 120 “desti-
nation” interfaces on the HLT nodes. Network
switches that provide the necessary bandwidth
and can host at least 120 + 120 = 240 10 Gbit/s
Ethernet ports are commercially available at the
time of the writing of this document.

11.3.7 High-Level Trigger Farm

SL
The HLT farm needs to provide sufficient ag-

gregate network bandwidth and CPU resources
to handle the full Level 1 trigger rate on its in-
put side. The Level 3 trigger algorithms should
operate and log data entirely free of event time
ordering constraints and be able to take full
advantage of modern multi-core CPUs3. Ex-

3The simplest implementation would be to run multiple
identical HLT threads or processes which get their
input from a single queue of built events.
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trapolating from BABAR, we expect 10 ms core
time per event to be more than adequate to im-
plement a software L3 filter, using specialized
fast reconstruction algorithms. With such a fil-
ter, an output cross-section of 25 nb should be
achievable. Using contemporary (as of Spring
2012) hardware and taking into account the
CPU overhead for event building, logging and
data transfer, a suitable farm could be imple-
mented with approximately 150 nodes.

Level-4 Option To further reduce the amount
of permanently stored data, an additional fil-
ter stage (L4) could be added that acts only
on events accepted by the L3 filter. This L4
stage could be an equivalent (or extension) of
the BABAR offline physics filter—rejecting events
based either on partial or full event reconstruc-
tion. If the worst-case behavior of the L4 recon-
struction code can be well controlled, it could
be run in near real-time as part of, or directly
after, the L3 stage. Otherwise, it may be nec-
essary to use deep buffering to decouple the L4
filter from the near real-time performance re-
quirements imposed at the L3 stage. The dis-
cussion in the SuperB CDR [1] about risks and
benefits of a L4 filter still applies.

11.3.8 Data Logging

SL + ?
The output of the HLT is logged to disk stor-

age. We assume at least a few Tbyte of us-
able space per farm node, implemented either
as directly attached low-cost disks in a redun-
dant (RAID) configuration, or as a storage sys-
tem connected through a network or SAN. We
do not expect to aggregate data from multiple
farm nodes into larger files. Instead, the indi-
vidual files from the farm nodes will be main-
tained in the downstream system and the book-
keeping system and data handling procedures
will have to deal with missing run contribution
files. A switched Gigabit Ethernet network sep-
arate from the event builder network is used to
transfer data asynchronously to archival storage
and/or near-online farms for further processing.
It is not yet decided where such facilities will
be located, but network connectivity with ade-

quate bandwidth and reliability will need to be
provided. Enough local storage must be avail-
able to the HLT farm to allow data buffering for
the expected periods of link down-time.

Assuming that the HLT accepts a cross-
section of about 25 nb leads to an expected
event rate of 25 kHz at a luminosity of
1036 cm−2sec−1, or a logging data rate of˜5 Gbyte/s.

While the format for the raw data has yet to
be determined, many of the basic requirements
are clear, such as efficient sequential writing,
compact representation of the data, portabil-
ity, long-term accessibility, and the freedom to
tune file sizes to optimize storage system per-
formance.

11.4 System Integration and
Error Handling

AA, SC, SL, DC, UM, DB and others
Description of system integration aspects,

error-tolerant designs, error detection, fast
(downtime-free?) recovery, etc. Participation
of multiple sub-systems (Clock?, FCTS, FEE,
ROMs, HLT?) is required, so this becomes a
separate section.

• evaluation of link failure rate in SuperB as-
suming 1000 links

• failure IS an option: analysis and recovery
strategies

• need for a ’fault-tolerant’ DAQ architecture
capable to by design to recover from var-
ious fault types (mostly SEU-induced) in
the FEE and the control and data links.

11.5 Control Systems

A major lesson learned during BABAR operations
was that achieving high operational efficiency
and true “factory-mode” data taking required a
high degree of automation and control system
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Figure 11.15: The SuperB unified control sys-
tem architecture

integration. The traditional approach of sepa-
rate control systems for different aspects of the
experiment (detector control, run control, farm
and logging control) designed and implemented
with completely separate tools and very lim-
ited capability to communicate with each other,
greatly limited the amount of automation and
automatic error detection and recovery.

In SuperB , all routine operations will need
to be orchestrated across subsystem boundaries.
For example, performing a simple calibration
might require high voltages to be ramped to a
calibration set-point, the FEE and the FCTS to
be configured for calibration, farm nodes to be
allocated and configured, the calibration run to
be performed, calibration data to be analyzed
and after completion the system to be returned
to its normal data taking configuration.

For SuperB we therefore foresee a unified con-
trol system that can automatically perform all
routine operations. The system comprises the
Electronics Control System (ECS), the Detec-
tor Control System (DCS), the Farm Control
System (FCS), the configuration database, se-
quencing engines to implement distributed state
machines, an archiving and logging system, op-
erator GUIs and the interface to the accelerator
control system. All components are connected

by a central virtual control bus (“Global Con-
trol System”).

All operations are driven by the configuration
database and executed under the control of one
or more sequencing engine.

A large part of the system, including the cen-
tral virtual control bus, will be implemented
using the !CHAOS [9] control system toolkit
which is currently under development for the
SuperB accelerator. !CHAOS is a state-of-the-
art scalable distributed control system frame-
work that combines high-performance data ac-
quisition and archiving capabilities with a plu-
gin architecture to provide low-level controller
interfaces and graphical user interfaces (GUIs).

An overview of the unified control system ar-
chitecture is shown in Fig 11.15; its major com-
ponents are described below.

11.5.1 Electronics Control System

SL The Electronics Control System (ECS) con-
trols and monitors the FEE, the FCTS and the
Level 1 trigger. Its main responsibilities are:

Configuring the Front-ends: Many front-end
parameters must be initialized before the sys-
tem can work correctly. The number of param-
eters per channel range from a only a few to
large per-channel lookup tables. The ECS may
also need to read back parameters from registers
in the front-end hardware to check the status
or verify that the contents have not changed.
For a fast detector configuration and recovery
turnaround in factory mode, it is critical to not
have bottlenecks either in the ECS itself, or in
the ECS’ access to the front-end hardware.

Calibration: Calibration runs require ex-
tended functionality of the ECS: In a typical
calibration run, after loading calibration
parameters, event data collected with these
parameters is sent through the DAQ system
and analyzed. Then the ECS loads the pa-
rameters for the next calibration cycle into the
front-ends and repeats the operation.

Testing the FEE: The ECS is also used to re-
motely test all FEE electronics modules using
dedicated software. This obviates the need for
independent self-test capability for all modules.
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Monitoring the Experiment: The ECS con-
tinuously monitors FEE boards, FCTS and the
L1 Trigger to ensure that they function prop-
erly. This might include independent spying on
event data to verify data quality, and monitor-
ing operational parameters on the boards (such
as voltages, currents, temperatures and error
flags). By monitoring these parameters, the
ECS also participates in protecting the exper-
iment from a variety of hazards4.

ECS support must be built into all electronics
modules that are to be controlled by the ECS –
this includes the FEE.

The specific requirements that each of the
sub-systems makes on ECS bandwidth and
functionality must be determined (or at least
estimated) as early as possible so that the ECS
can be designed to incorporate them. Develop-
ment of calibration, test, and monitoring rou-
tines must be considered an integral part of
sub-system development, as it requires detailed
knowledge about sub-system internals.

ECS Implementation: The field bus used for
the ECS has to be radiation tolerant on the
detector side and provide very high reliability.
Such a bus has been designed for the LHCb ex-
periment: it is called SPECS (Serial Protocol
for Experiment Control System) [7]. It is a bidi-
rectional 10 Mbit/s bus that runs over standard
Ethernet Cat5+ cable and provides all possi-
ble facilities for ECS (like JTAG (Joint Test
Action Group) and I2C (Inter IC)) on a small
mezzanine. It could be easily adapted to the
SuperB requirements. Though SPECS was ini-
tially based on PCI boards, it is currently being
translated to an Ethernet-based system, as part
of an LHCb upgrade, also integrating all the
functionalities for the out-of-detector elements.
For the electronics located far from the detec-
tor, Ethernet will be used for ECS communi-
cation. The SuperB ECS will be implemented
using SPECS; an interface to !CHAOS will be
developed.

4An independent hardware-based detector safety sys-
tem, which is part of the DCS, must protect the
experiment against equiement damage in case the
software-based ECS is not operating correctly.

11.5.2 Detector Control System

The Detector Control System (DCS) is respon-
sible for ensuring detector safety, controlling the
detector and detector support system, and mon-
itoring and recording detector and environmen-
tal conditions. The DCS also provides the pri-
mary interface between the accelerator and the
detector.

Efficient detector operations in factory mode
require high levels of automation and automatic
recovery from problems. Here, the DCS plays a
key role and a tight integration with the Accel-
erator Control System (ACS) is hightly desir-
able. The DCS in conjunction with the ACS
manages the accelerator-detector interlocks and
beam and detector states and has access to all
information from the accelerator and the detec-
tor that is needed to fully automate data taking
operations.

The DCS-ACS connection is also used to pro-
vide the accelerator with beam measurements
performed by the detector (such as beam spot
positions or bunch-by-bunch luminosities). Op-
erational experience from BABAR has shown that
mutual access between machine and detector
to their respective archived control system data
(such as records of background levels, detector
currents, trigger rates on the detector side and
vacuum pressures, temperatures and stored cur-
rents on the machine side) are invaluable for
improving the accelerator and detector perfor-
mance.

The DCS will be implemented with !CHAOS.
Due to its distributed nature and modular stor-
age design, !CHAOS will allow us to federate
the independent instances of DCS and ACS
and provide a unified query interface for data
archived by the respective systems.

Low-level components and interlocks respon-
sible for detector safety (Detector Safety Sys-
tem, DSS) will be implemented as simple cir-
cuits or with programmable logic controllers
(PLCs).

11.5.3 Farm Control System

SL
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Processes on the ROMs and on the HLT farm
will be started, controlled and monitored by
the Farm Control System (FCS) and will be
implemented using the !CHAOS framework or
a traditional network inter-process communica-
tion system such as DIM.

11.6 Other Systems

11.6.1 Data Quality Monitoring System

SL
Event data quality monitoring is based on

quantities calculated by the L3 (and possibly
L4) trigger, as well as quantities calculated by
a more detailed analysis on a subset of the
data. A distributed histogramming system col-
lects the monitoring output histograms from all
sources and makes them available to automatic
monitoring processes and operator GUIs.

11.6.2 Other Components

SL

Electronic Logbook: A web-based logbook,
integrated with all major Online components,
allows operators to keep an ongoing log of the
experiment’s status, activities and changes.

Databases: Online databases such as config-
uration, conditions, and ambient databases are
needed to track, respectively, the intended de-
tector configuration, calibrations, and actual
state and time-series information from the DCS.

Configuration Management: The configura-
tion management system defines all hardware
and software configuration parameters, and
records them in a configuration database.

Performance Monitoring: The performance
monitoring system monitors all components of
the Online.

Software Release Management: Strict soft-
ware release management is required, as is a
tracking system that records the software ver-
sion (including any patches) that was running
at a given time in any part of the ETD/Online
system. Release management must cover FP-
GAs and other firmware as well as software.

Computing Infrastructure Reliability: The
Online computing infrastructure (including the
specialized and general-purpose networks, file,
database and application servers, operator con-
soles, and other workstations) must be de-
signed to provide high availability, while being
self-contained (sufficiently isolated and provided
with firewalls) to minimize external dependen-
cies and downtime.

11.6.3 Software Infrastructure

GM + SL
The data acquisition and online system is

basically a distributed system built with com-
modity hardware components. Substantial
manpower will be needed to design the soft-
ware components—taking a homogeneous ap-
proach in both the design and implementa-
tion phases. An Online software infrastructure
framework will help organize this major under-
taking. It should provide basic memory man-
agement, communication services, and the ex-
ecutive processes to execute the Online applica-
tions. Specific Online applications will make use
of these general services to simplify the perfor-
mance of their functions. Middleware designed
specifically for data acquisition exists, and may
provide a simple, consistent, and integrated dis-
tributed programming environment.

11.7 R&D for Electronics, Trigger
and Data Acquisition and
Online

All
Note: This is copied from the Whitepaper.

Needs updating!
The baseline design presented in this chapter

can be implemented with technology and com-
ponents available at the time time of writing of
this document. However, we expect that by the
times when we have to freeze various aspects of
the design to start construction or purchasing,
components that are significantly more perfor-
mant and/or cost effective will be available. In
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order to take advantage of these developments,
we will need to develop a detailed plan on when
we have to finalize the parts of our design.

Data Links: Discuss technology tracking (e.g.
LHC Upgrade) here?

Event Builder and HLT Farm: The main
R&D topics for the Event Builder and HLT
Farm are (1) the applicability of existing tools
and frameworks for constructing the event
builder; (2) the HLT farm framework; and (3),
event building protocols and how they map onto
network hardware.

Software Infrastructure: To provide the most
efficient use of resources, it is important to in-
vestigate how much of the software infrastruc-
ture, frameworks and code implementation can
be shared with Offline computing. This re-
quires us to determine the level of reliability-
engineering required in such a shared approach.
We also must develop frameworks to take ad-
vantage of multi-core CPUs.

11.8 Organizational Structure of
Electronics, Trigger, Data
Acquisition and Online

DB + UM + SL

11.9 Conclusions

Copied from the whitepaper. To be reviewed
and updated.

The architecture of the ETD system for Su-
perB is optimized for simplicity and reliability
at the lowest possible cost. It builds on sub-
stantial in-depth experience with the BABAR ex-
periment, as well as more recent developments
derived from building and commissioning the
LHC experiments. The proposed system is sim-
ple and safe. Trigger and data readout are fully
synchronous—allowing them to be easily under-
stood and commissioned. Safety margins are
specifically included in all designs to deal with
uncertainties in backgrounds and radiation lev-
els. Event readout and event building are cen-
trally supervised by a FCTS system which con-
tinuously collects all the information necessary
to optimize the trigger rate. The hardware trig-
ger design philosophy is similar to that of BABAR
but with better efficiency and smaller latency.
The event size remains modest.

The Online design philosophy is similar—
leveraging existing experience, technology, and
toolkits developed by BABAR, the LHC experi-
ments, and commercial off-the-shelf computing
and networking components—leading to a sim-
ple and operationally efficient system to serve
the needs of SuperB factory-mode data taking.
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12 Subdetector Electronics and Infrastructure

Breton/Marconi/Luitz

12.1 Subsystem-specific
Electronics

12.1.1 SVT Electronics

The full details of the SVT electronics has been
given in chap. ??. Here we recall the main fea-
tures relevant for the data collection, trigger dis-
tribution, system programming and monitoring.

In the baseline SVT option, the detector will
be equipped with double sided silicon strips (or
striplets) in all layers. Custom front-end chips
will be used to read the detector and transform
as soon as possible the analog information of
a particle traversing the detector in a digital
one, characterized by position (layer, strip), en-
ergy deposit (signal time over threshold) and
time. At least two different custom chips will
be developed to handle separately the first lay-
ers (expecially layer 0), characterized by high
occupancy and short strips (good signal/noise)
and the external layers (layer 4 and layer 5)
where the main concern is the length of the
strips (worse signal/noise) and not the occu-
pancy. Both front-end chips will have the same
digital readout architecture and will present
the same interface to the DAQ chain, although
with different settings. Possible upgrades of the
SVT internal layers might require to move to a
pixellated detector, for which a different custom
front-end chip will be designed. The digital ar-
chitecture of the pixel chips, partially already
develloped, will be based on the same general
readout architecture so that from the point of
view of trigger and DAQ system they will share
the same interface.

Common characteristics of the chips will be
capability to work both in data-push and data-
pull mode, the presence of internal buffers to al-

low for a trigger latency up to 10 µs, the use of a
periodic signal to time-tag the recorded hits, the
serialized hit output and the chip programma-
bility via (two) digital lines.

The full SVT data chain will therefore be able
to provide and distribute all the signals, clocks,
triggers, time-tagging signal to all the front-end
chips in a system-wide synchronous way.

A sketch of the full data chain is given in
Fig. 12.1. Starting from the detector and go-
ing to the ROM boards, the chain contains: a)
the front-end chips mounted on an HDI placed
immediately at the end of the sensor modules;
b) wire connections to a transition card (sig-
nals in both directions and power lines); c) a
transition card, placed about 50 cm from the
end of the sensors, hosting the wire-to-optical
conversion; d) a bidirectional optical line run-
ning above 1 Gbit/s; e) a receiver programmable
board (front-end board: FEB).

Each HDI will host from 5 to 14 FE chips
servicing a side of the silicon strip module (a so
called ROS: Read-Out Section). All the chips
will share the same input lines (currently: reset,
clock, fastclock, trigger, time-stamp, registerIn)
and at least a registerOut line. Programming of
the chips can be done individually by addressing

On detector
High rad area

Off detector
low rad area

optical 1Gbit/s 
Links 

FEB

Line drivers

HDISi Wafers

Data

Power/Signal

Front-end chips

On detector
High rad area

Off detector
low rad area

Optical Link
2.5 Gbit/s
To ROM

Optical 1Gbit/s 
RAM and 
L1 logic

L
ay

e
r 

0

FEB

Buffers and
line drivers

Copper
Link 

Half module32x

L
ay

e
r 

1-
5

Optical Link
2.5 Gbit/s
To ROM

Figure 12.1: SVT Electronics

137



138 12 Subdetector Electronics and Infrastructure

a sigle chip or via broadcast command sent to
all the chips in an HDI. Hits will be serialised
on a programmable number of lines (1,2,4 or 6)
using the fastclock signal. Each HDI will have
a maximum number of 16 output lines running
at the fastclock rate.

The role of the transition card is threefold:
a) it will distribute the power to the HDI, b) it
will receive all the input signals for the front-
end chips via the optical line connected to the
programmable board and c) it will ship the data
to the programmable board for data acquisition.
For the inner layers (0-3) there will be a tran-
sition card for each HDI. For the outer layers
(4-5) it will be possible to group the data of the
two HDIs servicing the two sides of the same
silicon sensor into the same transition card, re-
ducing in this way the total number of optical
links needed.

The received programmable board (FEB) will
handle all the comunications with the front-end
chips, the FTCS, the ECS and the upper DAQ
systems. Each FEB board will be connected
to a variable number of transition cards (up to
12 in the current design). Important and crit-
ical roles of this board are the clock distribu-
tion, the trigger handling and the data collec-
tion. The clock-like signals, such as an experi-
ment clock (about 60 MHz), a fast clock (120-
180 MHz) and a time-stamping clock (up to 30
MHz), have to be distributed in a system-wide
synchronous manner. Special care will be taken
to measure at each power-up the latencies of
all the serializers and deserializers in the signal
and DAQ chain so that the sent signals can be
suitably adjusted in phase in order to have a
system synchronous at the sensor (or front-end)
level. The time-stamping clock will be used to
time-tag the hits and can be different for the
inner layers, where the high track rate requires
short signal shaping times and short daq time
windows and outer layers where the long strips
and lower track rates allow for a longer shaping
times (800 ns - 1 µs) and longer DAQ windows.
The estimation of data volumes have been per-
formed assuming a time-stamping of 30 ns pe-
riod in the inner and outer layers. The acqui-
sition window will be defined in a time window

centered around the L1 trigger window and last-
ing at least 10 time-stamps (300 ns) for the in-
ner layers and 33 time-stamps (990 ns) or more
for the outer layers. The trigger request will be
sent to the chips via the optical links. The most
important function of the board is to collect the
data coming out of the front-end chips both for
monitoring and for the final daq. The data will
be deserialized in the board and the redundant
information will be stripped. A possible further
data compression can be envisaged in order to
reduce the final data volume. Finally the data
will be sent-out via an optical link to a ROM
module.

Data volumes. As discussed in the SVT chap-
ter, the data rates and volumes are dominated
by the background. In the design of the SVT
front-end chips and DAQ chain, the latest back-
ground Bruno simulations have been considered
at the nominal luminosity and a safety factor of
5 has been applied on the simulation results (de-
sign inputs). Due to the strong non-uniformity
of the particle rate on the sensors, the front-end
chip characteristics have been adapted to the
peak hit rates, while the data volumes have been
extracted from the mean rates for each layer.
To evaluate the data rate a 150 kHz trigger rate
with 10 µs of maximum latency and 100 ns of
time jitter has been considered. An hit size of
16 bits is used as the FE chip output in the
calculation that becomes 20 bits during serial-
ization due to the 8b/10b protocol. The band-
width needed by a layer0 ROS in a data-push
configuration is of the order of 20 Gbit/s/ROS.
A difficult-to-handle rate that moved us to con-
sider a fully triggered SVT. In table 12.1 for
each layer type the mean expected data load is
shown.

For events accepted by the L1 trigger, the
bandwidth requirement is only 1 Gbit/s and
data from each ROS can be transferred on op-
tical links to the front-end boards (FEB) and
then to ROMs through the >8 Gbit/s optical
readout links.

In total, the SVT electronics requires 18
FEBs and 18 ROMs, 18 optical links at
10 Gbit/s, 172 links at 1 Gbit/s (radiation
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Table 12.1: Electronic load on each layer, Readout section and optical link.

Layer chips/ available Backgnd Gbits/trig FE Event
Layer type ROS channels (MHz/cm2) (per GROS) Boards Size (kB)

0 striplet u 6 768 151 0.99 4 5.3
0 striplet v 6 768 151 0.99 4 5.3
1 strip z 7 896 14.0 0.56 1 2.2
1 strip phi 7 896 16.0 0.64 1 2.6
2 strip z 7 896 9.6 0.54 1 2.2
2 strip phi 7 896 10.3 0.58 1 2.3
3 strip z 10 1280 4.2 0.50 1 2.0
3 strip phi 6 768 3.0 0.36 1 1.5
4a strip z 5 640 0.28 0.26 1 1.4
4a strip phi 4 512 0.43 0.38 1 2.0
4b strip z 5 640 0.28 0.26 1 1.4
4b strip phi 4 512 0.43 0.40 1 2.1
5a strip z 5 640 0.15 0.17 1 1.0
5a strip phi 4 512 0.22 0.24 1 1.5
5b strip z 5 640 0.15 0.17 1 1.0
5b strip phi 4 512 0.22 0.24 1 1.5

hard). The average SVT event size is 88 kB,
30% coming only from the layer0.

12.1.2 DCH Electronics

12.1.2.1 Design Goals

The SuperB Drift Chamber (DCH) front-end
electronics is designed to extract and process
the about 8000 sense wire signals to:

• measure the electrons’ drift times to the
sense wires for the purpose of tracking (mo-
mentum of charged particles)

• measure the energy loss of particles per unit
of length, dE/dx (particle identification)

• provide hits information to the trigger sys-
tem (trigger primitives)

Concerning the energy loss measurement
two options will be considered. The first
one foresees the measurement of the sense
wires integrated charge, discarding the highest
values to remove the Landau tails (Standard
Readout), while the second one is based on

primary electron clusters counting (Sampled
Waveforms). Because the front-end require-
ments for the two options are quite different
each option will be discussed in a dedicated
section.

12.1.2.2 Standard Readout - charge
measurements specifications

The method is based on integrated charge mea-
surements thus allowing the use of (relatively)
low bandwidth preamplifiers. This makes the
front-end chain less sensitive to noise pickup and
instabilities, a plus condition in a system with
a large number of channels.
The three main specification for charge mea-
surement are: resolution, dynamic range and
linearity.

Resolution Charge measurements for particle
identification aims to measure, with a precision
of the order of 7.5%, the particle most prob-
able energy loss, despite the large fluctuations
involved in single measurement.
The goal can be achieved by sampling many
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times the collected charge and applying the
”truncated mean” method to resolve the distri-
bution peak value to several percent.
Because the SuperB DCH design parameters
and foreseen working conditions aim to an over-
all single cell resolution (σE) of about 35% and
σE is mainly driven by the detector contribu-
tion, we can set a limit of 15% for the front-end
electronics contribution (i.e. σEL ∼ 5%) then

making it negligible (
√
σ2
E + σ2

EL ∼ σE).
Finally, if we assume that the charge collection
due to a m.i.p. crossing orthogonally the cell
is about 50 fC (∼ 2fC/e @ 105 nominal gas
gain) we can infer a limit of the Equivalent Noise
Charge (ENC) for the single front-end channel
of about 50 fC · 0 .05 ' 2 .5 fC.

Dynamic range With 8 bits ADCs the dy-
namic is 2.5− 500 fC, actually even more then
system requirements.

Linearity As stated above, the single cell en-
ergy resolution is about 35%, therfore a linear-
ity of the order of 2% largely satisfies the system
requirements.

12.1.2.3 Standard Readout - time
measurements specifications

As for charge measurements we have three main
specifications: resolution, dynamic range and
linearity.

Resolution One of the SuperB DCH require-
ments is charged particle tracks reconstruction.
The measure is carried out by acquiring the
first ionized electron arrival time to the sense
wire with a negligible error with respect to the
quoted value of σS (∼ 110µm).
Limits to spatial resolution are due to primary
ionization statistics, electrons diffusion and time
measurement accuracy.
Assuming an intrinsic chamber resolution (σSC)
of about 100 µm (ref DCH) the upper limit
for electronic contribution can be quoted to be

σEL ≤
√
σ2
S − σ2

SC ' 50 µm. As helium based
gas mixtures are characterized by a non satu-
rated drift velocity up to high fields, [1] elec-
trons drift velocity rapidly increase approach-
ing sense wire, thus a 2.5 cm/µs (25 µm/ns)

[2] has been used to evaluate the maximum
acceptable error in time measurement, that is
σt ≤ 50[µm]/25[µm/ns] ' 2 ns.
Discarding the bunch length contribution
(tenths of ps) there are two main error sources
in time measurements: the discriminator jitter
(different signals cross a fixed threshold at dif-
ferent times) and the TDC resolution (digitiza-
tion noise). Signal jitter, in turn, has two main
contribution: signal noise and time-walk.
Signal noise contribution is generally small
and can be evaluated according to ∆t =
σnoise/(dV/dt) ' σnoise · τ/Vmax where τ is the
preamplifier-shaper peaking time.
Assuming that a single electron cluster gener-
ates a signal of ∼ 20 mV , and that noise and
peaking time associated to the signal are, re-
spectively, σnoise ∼ 3 mV (rms) and τ ∼ 5 ns
we get a noise contribution to time resolution of
about 0.8 ns.
The time-walk effect is caused by signal ampli-
tude variation. With a peaking time around 5
ns, a time-walk contribution for a low-threshold
leading-edge discriminator of about 1.5ns can
be estimated.
Finally, the digitization noise is a function of
the digitization unit according to σ = ∆/

√
(12)

where ∆ is the quantization unit, using ∆ '
1.5 ns a digitizing noise of about 0.45 ns is ob-
tained.
Summarizing, without corrections, the time res-
olution is dominated by the signal time walk and
can be estimated to be about 1.8 ns including
all contributions. Nevertheless corrections can
be applied using digitized signals to minimize
time-slewing effects then reducing the time walk
contribution (see Front End Boards - Digitiza-
tion Section).

Dynamic Range The TDC range depends on
the drift velocity and on the cell size. A maxi-
mum drift time of about 600 ns has been fore-
seen for SuperB DCH cells. Providing some
safety factor, a TDC range of about 1µs is ad-
equate.

Linearity A linearity of the order of 1% fully
satisfies time measurement requirements.
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Figure 12.2: DCH front-end block diagram

12.1.2.4 Standard Readout - DCH Front-end
system (block diagram)

The DCH FE chain (fig.12.2) is split in two
blocks:

• ON-DETECTOR electronics: HV distribu-
tion and preamplifier boards located on the
backward end-plate to preserve sense wire
signal Signal to Noise Ratio (SNR).

• OFF-DETECTOR electronics: Data Read-
out and Concentrator Boards located on
the top-side of the experiment. Trigger
primitives are generated on these boards as
well.

The connection between ON-DETECTOR and
OFF-DETECTOR boards will be implemented
by means of micro (mini) coaxial or twisted
pairs cables while OFF-DETECTOR Boards
output connections will depend on the data
path. DAQ chain and Trigger chain data path
will use optical links while ECS will use copper
links (see ECS section).
In the following paragraphs we will refer to the
preamplifier boards as Very Front End Boards
(VFEB) to distinguish them from Front End
Boards (FEB) containing the digitization and
buffer sections located far from the detector.

12.1.2.5 Standard Readout -
ON-DETECTOR electronics

Very Front End Boards Very Front End
Boards will contain HV blocking capacitors,
protection networks, preamplifiers and (possi-
bly) shapers-amplifiers. Because of the small
cell dimensions more cells must be grouped in a
single, eight-channel preamplifier-shaper board.
Output and power supply cables will be con-
nected to the boards by means of suitable con-
nectors.
Besides the requirements on SNR, preamplifier
should be characterized by enough bandwidth
to preserve signal time information and low
power requirement, not more than 20-30 mW
per channel, to limit the total power dissipation
on the backward end-plate to 160÷240 W then
allowing the use of simpler and safer forced air
cooling system (no risk of leak).

Table 12.2: Preamplifier main specifications
Linearity < %(1 − 100fC)
Output Signal Umbalance < %(1 − 100fC)
Gain (Differential) ∼ 5.2 mV/fC
ZIN 110 Ω
ZOUT 50 Ω
Rise time ∼ 2 ns (CD = 24pF )
Fall time ∼ 13 ns (CD = 24pF )
Noise 1350 erms (CD = 24pF )
VSUPPLY 4V
PD ∼ 30mW
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Figure 12.4: Standard Readout High Voltage
distribution network

Concerning the circuit implementation, since
the channel density is quite low and simple cir-
cuit topology can be used, an approach based on
SMT technology can be adopted then avoiding
dedicated (and expensive) development (ASIC).
As an example, a simulation of a three stages

0 5 10 15 20 25 30 35 40

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

Time (ns)

O
ut

pu
t A

m
pl

itu
de

 (m
V)

 

 
10 fC
20 fC
30fC

Figure 12.3: Preamplifier output for 10, 20 and
30 fC test pulse (CDET = 24pF )

transimpedance preamplifier based on SiGe
transistors has been carried out. The first stage
dominant pole is around 26 MHz while other
stages have been designed with wider band-
width then obtaining a good separation in terms
of cutoff frequencies.
Simulation results are shown in table 12.2 while
fig. 12.3 shows the (simulated) output wave-
forms for 3 different input charges (10, 20 and

30 fC) injected through the test input.

HV distribution boards The high voltage dis-
tribution network (fig. 12.4) will be located on
the forward end-plate. The distribution board
modularity will match the preamplifier modu-
larity while the number of distribution boards
connected to a single HV channel will depend
on the distance from the DCH inner radius (ex-
ample: inner layers = 2 boards, outer layers =
5 boards).

12.1.2.6 Standard Readout - OFF
DETECTOR electronics

Front End Boards - Block Diagram Front
End Boards will host up to 64 channels and will
be made of three stages as shown in fig.12.5.
The first one receives signals from preampli-
fiers and generates outputs for digitizing and
trigger primitives sections while the second
stage provides digitization for charge and time
measurements. Digitization stage includes
the logic for trigger primitives generation as
well. Finally, the third stage contains the
Latency and Readout buffers and the dedicated
control logic. Boards include an ECS section
as well (not shown in the block diagram) for
parameters setting/sensing and system test.

Front-End-Boards - Receiver Section Details
of the receiving section are shown in fig. 12.6.
The preamplifier output signal is amplified and
split to feed an anti-aliasing 14 MHz low-pass
filter (charge measurements) and a leading edge
discriminator (time measurements). Fig. 12.7
shows the simulated analog chain response to a
Garfield simulated signal. In the simulations
Spice models have been used for both active
components and the 10 m twisted pairs cable.

Front-End-Boards - Digitization Section The
14 MHz filter output signal is routed to an eight
bits and (about) 28 MSPS FADC whose outputs
feed a section of the system Latency Buffer im-
plemented in a FPGA. Thirty-two FADC out-
put samples (corresponding to about 1.14 µs,
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Figure 12.8: Digitization chain block diagram

enough to span the full signal development)
will be Read-Out in presence of a Level 1 (L1)
trigger and, eventually, stored in a Read-Out
Buffer. The comparator output is also routed
to the FPGA, where it is spit in two paths. The
first one is sent to a TDC (implemented in the
FPGA itself using the oversampling method) for
arrival time measurement. The TDC outputs
feed the second section of the Latency Buffer
that, again, will be Read-Out in presence of a
L1 trigger signal (fig 12.8). The second one,
synchronized with the system clock and conve-
niently stretched to remove redundant informa-

tions is sent to the DCH Trigger Segment Find-
ing modules (see Trigger Section).
The data structure will not have a fixed length
as L1 triggers spaced less than single event
Read-Out time will extend the time window to
include the new event. Nevertheless, the board
structure will be also compatible with local Fea-
ture EXtraction (FEX) implementation, i.e. the
extraction of relevant information from the dig-
itized data. In case of FEX implementation
the transferred data stream would have a fixed
length; the structure could be similar to that
shown in table 12.3.
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Table 12.3: FEX based data stream (fixed
length structure)

Data stream example
Digitizer Module Address (2 bytes)

Flag (1 byte)
Trigger Tag (1 byte)

Counter (1 byte)
Charge (2 bytes)
Time (2 Bytes)

1st ADC sample (different from baseline) for
time walk correction (1 byte)

12.1.2.7 Sampled Waveforms - specifications

The Cluster Counting technique is very power-
ful as it improves DCH particle identification.
The technique is based on primary ionization
measurement and, to fully exploit the technique,
individual clusters must be identified.
On the other hand the front-end requirements
are quite onerous as, despite the use of slow drift
velocity (∼1 µs/cm), high sampling frequency
digitizers (at least 1 GSPS) and fast process-
ing (data throughput must sustain the SuperB
expected 150 kHz average trigger rate) are re-
quired. These requirements, at the state of art
of technology, result in a huge power require-
ment and, as a consequence in a low FEB mod-
ularity.
As also on the VFEB side fast amplifiers must
be used, then power requirements will be higher
than in the ”Standard Readout” scenario thus
envisaging the use of a local liquid cooling sys-
tem. Moreover the wide bandwidth requirement
has also an impact on the type of cable used to
interconnect on-detector and off-detector elec-
tronics and on the full system noise pick-up sen-
sitivity.
Finally, to apply the cluster counting technique
correctly, signal reflection on the sense wires
must be avoided by means of termination re-
sistors, and this, unavoidably, sets a lower limit
on the system intrinsic noise.
Concerning tracking requirements, if we assume
that full efficiency in single electron cluster de-
tection is achieved, Cluster Counting dE/dx
measurement already includes information for
tracking purpose (it is just required to store
clusters arrival time instead of simply counting
them).

Specifications for the Sampled Waveforms mea-
surement are the same we defined for the Stan-
dard Readout that is: resolution, dynamic range
and linearity.

Resolution Digitizers resolution is a function
of both the lowest signal amplitude to be dig-
itized and the system noise. Assuming an av-
erage delivered signal of ∼ 6fC/e @ 3 · 105 gas
gain, a preamplifier-shaper gain of 10mV/fC
and a safety factor of 2 for gas gain fluctuations
we get an (average) minimum signal of about 30
mV (single electron cluster).
Preamplifier ENC estimation at the moment it
is difficult, nevertheless we can do an estimation
of the dominating noise source, that is the ter-
mination resistor. Assuming a CR-RC shaping
circuit and a 3 ns peaking time we get about
∼ 0.2 fC, that is about 2 mV rms for a pream-
plifier gain of 10 mV/fC.
Thus a LSB of about 2 mV allows good control
of system noise and cluster signal reconstruc-
tion.

Dynamic range Cluster Counting method re-
quires to find the peaks (corresponding to the
clusters) contained in the digitized signals. The
expected dynamic range (discarding gas fluctu-
ation) is driven by the cluster size (i.e. the num-
ber of primary ionization electrons contained in
a single cluster). Signal dynamic range can be,
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Figure 12.6: Readout board: Analog Sec-
tion block diagram (40mA@5V/35
mA@3.3 V)
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Figure 12.7: Readout board: Analog Chain Re-
sponse - Garfield output (black),
Preamplifier output (blue), Re-
ceiver input (green), comparator
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then, defined (as an upper limit) by the ex-
pected total ionization.
Helium based gas mixture have already been
well characterized [3]; assuming a 1.2 cm square
cell and a 90/10 He/Iso gas mixture we expect
about 26 electrons for a m.i.p crossing the cell
orthogonally, thus an 8 bits ADC dynamic range
is fully adequate for CC measurement.

Linearity As we are interested on finding (and
tagging) signal peaks, a resolution of 2% fully
satisfies the requirements.

12.1.2.8 Sampled Waveforms - DCH
front-end system (block diagram)

The Sampled Waveforms DCH front-end chain
block diagram is similar to the diagram shown
in fig.12.5; also in this scenario we will have ON-
DETECTOR and OFF-DETECTOR electron-
ics connected by means of mini coaxial cables,
but, because of the lower board modularity both
the number of crates and boards will increases
significantly (see table 12.4).

12.1.2.9 Sampled Waveforms - ON
DETECTOR electronics

Very Front End Boards Because Very Front
End Boards will host high bandwidth (500

MHz) preamplifiers both layout and assembly
are more tricky with respect to the Standard
Readout scenario. In particular special atten-
tion must be devoted to ground loops in such a
way to minimize both instabilities and external
noise pickup.
.
.
Something about preamplifier ......
.
.

HV distribution boards Most of the remarks
shown before also apply for Sampled Waveforms
scenario. Anyway, because of the sense wire
termination resistor the boards layout will be
slightly different and, moreover, high quality
grounding is required. The HV distribution net-
work is shown in fig 12.9.
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Figure 12.9: Sampled Waveforms High Voltage
distribution network

12.1.2.10 Sampled Waveforms - OFF
DETECTOR electronics

Front End Boards Front End Boards will be
based on high sampling rate ( ≥ 1 GSPS) digi-
tizer, then a limited number of channels can be
packaged on a single board, mainly because of
power requirements. At present, up to 8 chan-
nels working at 1 GSPS have been packaged in
a single VME 6U board. Nevertheless, in the
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next future, board modularity could increase to
16 (or 24) still maintaining the current 8 chan-
nels board power requirements.
The circuit structure is very close to the block
diagram shown in 12.5. Differences arise in dig-
itizing section as no TDC is required for time
measurements and also Trigger signals are gen-
erated starting from the FADC outputs.
A sensitive issue concerns the FEX. Because of
the large amount of data per channel (about 1
thousand of bytes) we can not transfer raw data
to the DAQ thus FEX must be implemented in
the FEB itself. That is, when an L1 accept is
raised all the event samples must be scanned to
identify clusters. The time required to imple-
ment the procedure is still compatible with the
average trigger rate foreseen at the nominal lu-
minosity (∼ 150 kHz), but it could be a limit if
the luminosity increases.
Another issue concerns the radiation back-
ground, as high performances RAM based
FPGA must be used in the design.

12.1.2.11 Front End Crates

Each Front End Crate will host up to 16 FEB,
a Power Supply board for VFEB, Data Concen-
trators and, eventually, Trigger Patch Panel o
Trigger Concentrator. Custom backplanes will
be designed to distribute power and common
signals to FEBs, to allow the use of Intercon-
nection Boards to collect low modularity VFEB
cables (fig 12.10) and to route some of the trig-

ger signals to the neighbors boards (see Trig-
ger Section).

12.1.2.12 Number of crates and links

Table 12.4 shows the estimate of the number of
links, boards and crates required for both DAQ
and Trigger front-end chains (each crate is sup-
posed to host up to 16 FEB). As shown in the
table the number of Trigger OL do not change
despite the different FEB number the two sce-
narios. This is because the Sampled Waveform
scenario foresees a Concentrator board also for
the trigger chain because of the lower modular-
ity. The board will collect Trigger OL coming
from several FEBs and will deliver a single OL
to the TFS modules.
The estimate has been based on the following
assumptions: 150 kHz L1 trigger rate, 7392
sense wires (subdivided in 10 super-layers), 10%
chamber occupancy in 1 µs time window and
48 bytes per channel data transfer. Single link
bandwidth is 2 Gbits/sec for DAQ data path
and 1.2 Gbits/sec for Trigger data path.

Table 12.4: Number of links (Data, ECS, Trig),
FEBs and crates for 64 (Standard
Readout) and 16 (Sampled Waveforms)
channels board modularity

Mod Data ECS Trig Boards Crates
SR 64 32 32 118 118 8
SW 16 32 32 118 462 29

12.1.2.13 ECS

Each FEB will host a mezzanine board to man-
age ECS communication. Besides the control of
the board, ECS mezzanine should provide the
capability of data buffer readout for debugging
propose. Detail can be found in the ECS sec-
tion.

12.1.2.14 Cabling

Because the large number of channels involved,
DCH cable layout must be carefully designed.
The main requirement concerns the possibility
of changing, in case of failure, a VFEB with-
out disconnecting output cables from too many
boards. Thus, signal and HV cables should leave
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the chamber from the outermost layer then min-
imizing cables overlap. Table 12.5 shows the
foreseen number of cables and a rough estima-
tion of cable size. Signal twisted pairs cables are
commercially available also with flat shielded
assembly (size 16x3 mm2 for 8 pairs).

Table 12.5: Estimation of the number and dimen-
sion of DCH cables (7392 sense wires -
VFEB modularity = 8 channels)

LVPS HV Signal Signal
(coax) (twisted)

Quantity 118 32 7392 924
N of cores 16 25 1 16
Cond. area (mm2) 0.5 0.07
Overall diam. (mm) 12 12 1.8 6.5

12.1.2.15 Power Requirements

A very preliminary power requirement estima-
tion is shown in table 12.6. The estimation for
ON-DETECTOR electronics is based on pream-
plifier simulation and prototype test, while esti-
mation for OFF-DETECTOR electronics come
from the state of art of digitizing board available
at the moment. Local (VFEB) voltage regula-
tion is supposed to be implemented by means of
linear low-voltage drop hard-rad regulator.

Table 12.6: Power requirement estimation for bot
Standard Readout (SR) and Sampled
Waveform (SW)

Channel Board Overall
SR VFEB 30 mW 250 W
SW VFEB 150 mW 1.2 kW
SR FEB 40 W 5 kW
SW FEB 40 W 19 kW
SR & CC Data Conc. 30 W 240 W
SW Trig Conc. 30 W 870 W

12.1.2.16 Grounding

As a general rule grounding is supposed to be
included in a system/equipment only for safety
purpose. Thus, detector equipment should be
designed in such a way it should work also with-
out GND connection (GND is not a current re-
turn path).
LV power supply should have isolation trans-
former (AC input/output terminal should be
electrically isolated for low frequencies). If the

output terminal of HV power supply is not float-
ing a resistor should be connected between GND
and the common of HV distribution system to
avoid ground loops.

12.1.3 PID Electronics

The electronics for the FDIRC can be seen as an
upgrade of the electronics of the BABAR DIRC.
The new requirements of the experiment (Trig-
ger rate, background, radiation environment)
and FDIRC specific requirements (resolution,
number of channels and topology) have led to a
similar but new design of the electronics chain.

The electronics will equip the 18,432 channels
of the 12 sectors of the FDIRC. The electron-
ics chain is based on a high resolution / high
count rate TDC, a time associated charge mea-
surement on 12 bits and an event data packing
sending event data frames to the data acquisi-
tion system (DAQ). The target performance of
the overall electronics chain is a time resolution
of 100 ps rms. This chain has to deal with a
count rate per channel of 100 kHz, a trigger rate
up to 150 KHz and a minimum spacing between
triggers of about 50 ns.

The estimate radiation level is expected to be
less than 100 rads per year. The use of radiation
tolerant components or off the shelves radiation-
qualified components is mandatory. However,
the expected energy of the particles may make
the latch-up effect almost impossible. Thus,
the design has to take into account only Sin-
gle Event Upsets. We selected the Actel family
FPGA components for their non-volatile flash
technology configuration memories, which are
well adapted to radiation environment.

Several architectures have been considered
which can be summarized as follows:

• All electronics directly mounted on the
FBLOCK.

• All electronics mounted next to the detec-
tor and linked to the PMTs by cables.

• A part of it on the detector (the Front-end
boards) and the other part, called crate
concentrator, situated close to the detec-
tor, ( this board is in charge of interfacing
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with the Front-end, reading out event data,
packing and sending it to the DAQ.

The first solution has been chosen as baseline
for the TDR for two main reasons:

• The cost of the cables (PM to Front-end
boards) is estimated to be close to 200 kEu-
ros (1/3 of the price of the overall elec-
tronics cost), making this solution too ex-
pensive. Moreover, the possible option to
have pre-amps on the PMT bases doesn’t
prevent from having electronics and power
supplies on the detector.

• The large amount of data per channel leads
to have the L0 derandomizer and buffer
on the Front-end boards. The FCTS re-
ceiver could be individually located on each
Front-end board but the number of cables
needed pushes to distribute all the control
signals on a backplane. Consequently the
board dedicated to receiving and transmit-
ting FCTS signals on the backplane natu-
rally tends to also become the event data
concentrator and the link to the DAQ.

The baseline design assumes a 16-channel
TDC ASIC offering the required precision of 70
ps rms- embedding an analog pipeline in order
to provide an amplitude measurement transmit-
ted with the hit time. Thanks to a 12-bit ADC,
the charge measurement will be used for elec-
tronics calibration, monitoring and survey pur-
poses. The Front end board FPGA synchronizes
the process, associates the time and charge in-
formation and finally packs them into a data
frame which is sent via the backplane to the
FBLOCK control board (FBC). The FBC is in
charge of distributing signals coming from the
FCTS and ECS, packing the data received from
the FE boards to a n-event frame including con-
trol bits and transferring it to the DAQ.

12.1.3.1 The TDC chip

A former TDC chip offering the requested per-
formances of resolution has already been de-
signed for the SuperNemo experiment. It pro-
vides a time measurement with both a high res-
olution 200 ps step (70 ps RMS) and a large

dynamic range (53 bits). The architecture of
this chip is based on the association of Delay
Locked Loops (DLLs) with a digital counter, all
of these components being synchronized to a 160
MHz external clock.
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Figure 12.11: Block diagram of the SuperB
FDIRC TDC chip — SCATS —

The SuperB chip (SCATS, Fig. 12.11) will
keep the same philosophy but the high input
rate requirement lead to a complete re-design
of the readout part, in order to minimize the
dead time per channel. Instead of registers and
multiplexer which are the bottlenecks of the Su-
perNemo chip readout, it makes use of an indi-
vidual FIFO memory per channel in order to
derandomize the high frequency bursts of input
data

With this architecture, data from the DLLs
and the coarse counters are transferred into the
FIFO memory within two clock cycles. When
the transfer is complete, the channel is auto-
matically reset and ready for the next hit. Sim-
ulations of the readout state machine showed
an output FIFO data rate capability of 80
MHz. Time ranges for the DLLs and the coarse
counter can be easily customized by adjusting
the output data format (16, 32, 48 or 64 bits).
Therefore, the chip is suitable for various ap-
plications with either high count rate and short
integration time or low count rate and long in-
tegration time.

A FIFO depth of 8 words has been selected
after simulation with a exponential distribution
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Figure 12.13: The FBLOCK equipped with the
boards and fan tray

	  

Figure 12.14: The Frontend Crate

model of delta time between hits (mean rate of
about 1MHz) applied to inputs. Thus the sim-
ulation gives a dead time of approximately 1%
with 500 kHz input rate on each channel.

To design this FIFO a full custom RAM has
been developed. It permits reducing the size
of the chip and consequently its cost. The
chip is designed using known and proved mitiga-
tion techniques to face single event upset (SEU)
issues due to the low-level radiation environ-
ment.A first version of the chip without the ana-
log FIFO and the discriminator has been sub-
mitted in November 2011 and the test are ...
Note: something is missing here.

We plan to submit in 2012 one chip PIF ded-
icated to the currently missing parts:

• A low walk (approx. 50 ps) discriminator
based on a CFD like design.

• A track/peak detector to be able to sample
the maximum of the signal.

• An analog pipeline synchronized with the
digital FIFO and providing analog output
for charge measurement.

	  

Figure 12.12: PIF One Channel

After testing and validation, it is foreseen to
be included in the final version of SCATS tak-
ing benefit of sharing the FIFO pointers of the
analog and digital parts. The chip will be as-
sembled and submitted end of 2013.

12.1.3.2 The Front-end Crate

The board input will fit the topological distri-
bution of the PM on the FBLOCK. The PMs
are arranged as a matrix of 6 in vertical direc-
tion by 8 in horizontal direction. Each column
of 6 PMs will fit to one FE board. One ver-
tical backplane (PM Backplane) will interface
between the 4 connectors of each PM base to
one connector of FE board. The PM Backplane
is also in charge of distributing the High Volt-
age, thus avoiding HV cables to pass over the
electronics. The FB crate will use as much as
possible the elements of a commercial crate, in
order to avoid the design of too many specific
elements like board guides.
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12.1.3.3 The Communication Backplane

Distributes the ECS and FCTS signals from the
FBC to the 8 FE boards thanks to point to point
LVDS links. Connects each FE board to the
FBC for data transfer. A serial protocol will be
used between FE board and the FBC in order
to reduce the number of wires and consequently
ameliorate the reliability. It will also distribute
JTAG signal for FPGA board reprogramming
and all signals for monitoring and control of the
crate.

12.1.3.4 The PMT Backplane

It is an assembly of 8 motherboards, each
one corresponding to a column of 6 PMTs.
One motherboard receives 2 Fe-board. The 64
channels from 4 connectors per each PMT are
merged on the motherboard into two connectors
to get into the Front end board to get 16 chan-
nels per half PMT, i.e., 6 PMTs correspond to
96 channels per FE-board. It also insures the
ground continuity between FE-boards — crate
— FBLOCK.

12.1.3.5 Cooling and power supply

The electronics is located on the detector in a
place enclosed by the doors. There are 2 major
consequences: one is the problem of the cooling
which must be carefully studied in terms of reli-
ability and capability and the second is that the
location is naturally shielded. Consequently the
use of magnetic sensitive components as coils or
fan trays is possible.

An estimation of the overall electronics con-
sumption lead to approximately 6 kW, not in-
cluding the external power supplies. This can
be broken down to individual contribution as
follows:

• Electronics: 0.325W/channel, 500
W/sector and 6 kW/system.

• HV resistor chain: 0.19W/tube,
9.1W/sector, and 109 W/system.

The cooling system must be designed in or-
der to maintain the electronics located inside at
a constant temperature close to the optimum
of 30 degrees. The air inside the volume must

be extracted while the dry, clean temperature
controlled air will be flowing inside. Each FB
crate will have its own fan tray like in a com-
mercial crate. Targeting a difference of 10 de-
grees between inside and outside temperature
drives to a rough estimate value of 300m3/h per
crate, 4000m3/h can be considered as the base-
line value for the whole detector.

12.1.3.6 The front-end board

One Front-end board is constituted of 6 channel-
processing blocks handling the 96 channels. The
channel-processing block is constituted by one
SCATS chip, one ADC, one Actel FPGA and
the associated glue logics.

The FPGA receives event data from the TDC
and the converted associated charge from the
ADC. From one 16 bit bus of the 16 channels
coming from the TDC, it de-serializes to 16 data
path where events are keeping in a buffer until
they are thrown away if there are too old ( rela-
tively to the trigger) or sent upon its reception.

The PGA master receives event data from
the 6 channel processing blocks and packs the
event.The FE board transfers the event frame
in differential LVDS to the FBC via the com-
munication backplane.

	  

Figure 12.15: PID Front-end Board

12.1.3.7 The crate controller board (FBC)

The FBC is the board which gathers the front-
end data, control and monitors the crate. There
is one board per crate. The board handles sev-
eral functionalities:
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Figure 12.16: EMC Electronics

• Receive the event data from the Front-end
boards via the communication backplane,
constitutes and event data fram for the
DAQ

• Spy data building for monitoring and com-
missioning purposes

• Distributes the ECS (SPECS) signals to
the front end. Distributes the JTAG.

• Deserialize clock and control signals from
FCTS.

• Monitor the crate; temperature, power sup-
plies, fans.

12.1.4 EMC Electronics

This is still the version from the Whitepaper!!!

Two options have been considered for the
EMC system design—a BABAR-like push archi-
tecture where all calorimeter data are sent over
synchronous optical 1 Gbit/s links to L1 latency
buffers residing in the trigger system, or a “trig-
gered” pull architecture where the trigger sys-
tem receives only sums of crystals (via syn-
chronous 1 Gbit/s links), and only events ac-
cepted by the trigger are sent to the ROMs
through standard 2 Gbit/s optical links.

The triggered option, shown in Fig. 12.16,
requires a much smaller number of links and
has been chosen as the baseline implementation.
The reasons for this choice and the implications
are discussed in more detail below.

To support the activated liquid-source cali-
bration, where no central trigger can be pro-
vided, both the barrel and the end-cap readout
systems need to support a free running “self-
triggered” mode where only samples with an ac-
tual pulse are sent to the ROM. Pulse detection
may require digital signal processing to suppress
noisy channels.

Forward Calorimeter The 4500 crystals are
read out with PIN or APD photodiodes. A
charge preamplifier translates the charge into
voltage and the shaper uses a 100 ns shaping
time to provide a pulse with a FWHM of 240 ns.

The shaped signal is amplified with two gains
(×1 and ×64). At the end of the analog chain,
an auto-range circuit decides which gain will
be digitized by a 12 bit pipeline ADC running
at 14 MHz. The 12 bits of the ADC plus one
bit for the range thus cover the full scale from
10 MeV to 10 GeV with a resolution better than
1%. A gain is set during calibration using a
programmable gain amplifier in order to opti-
mize the scale used during calibration with a
neutron-activated liquid-source system provid-
ing gamma photons around 6 MeV.

Following the BABAR detector design, a push
architecture with a full granularity readout
scheme was first explored. In this approach, the
information from 4 channels is grouped, using
copper serial links, reaching an aggregate rate
of 0.832 Gbit/s per link to use up most of the
synchronous optical link’s 1 Gbit/s bandwidth.
A total of 1125 links are required. The main ad-
vantage of this architecture is the flexibility of
the trigger algorithm that can be implemented
off-detector using state of the art FPGAs with-
out constraining their radiation resistance. The
main drawback is the large cost due to the huge
number of links.

The number of links can be reduced by sum-
ming channels together on the detector side, and
only sending the sums to the trigger. The natu-
ral granularity of the forward detector is a mod-
ule which is composed of 25 crystals. In this
case, data coming from 25 crystals is summed
together, forming a word of 16 bits. Then the
sums coming from 4 modules are aggregated to-
gether to produce a payload of 0.896 Gbit/s. In
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this case, the number of synchronous links to-
ward the trigger is only 45. The same number
of links would be sufficient to send the full de-
tector data with a 500 ns trigger window. This
architecture limits the trigger granularity, and
implies more complex electronics on the detec-
tor side, but reduces the number of links by a
large factor (from 1125 down to 90). However,
it cannot be excluded that a faster chipset will
appear on the market which could significantly
reduce this implied benefit.

Barrel Calorimeter The EMC barrel reuses
the 5760 crystals and PIN diodes from BABAR,
with, however, the shaping time reduced from
1µs to 500 ns and the sampling rate doubled
from 3.5 MHz to 7MHz. The same considera-
tions about serial links discussed above for the
forward EMC apply to the barrel EMC. If full
granularity data were pushed synchronously to
the trigger, about 520 optical links would be
necessary.

The number of synchronous trigger links can
be drastically reduced by performing sums of
4 × 3 cells on the detector side, so that 6 such
energy sums could be continuously transmitted
through a single optical serial link. This permits
a reduction in the number of trigger links so as
to match the topology of the calorimeter elec-
tronics boxes, which are split into 40 φ sectors
on both sides of the detector. Therefore, the
total number of links would be 80 both for the
trigger and the data readout toward the ROMs,
including a substantial safety margin (> 1.5).

12.1.5 IFR Electronics

draft 0.3, May 16 2012, A. Cotta Ramusino

12.1.5.1 Introduction

This section describes first the features of the
IFR detector which drive the design of the read-
out system. It presents then an estimation of
the number of electronic channels, of the event
size and the data bandwidth at the nominal Su-
perB trigger rate. The design constraints deter-
mined by the expected background radiation are
then reviewed, along with the results of irradi-
ation tests on existing ASICs and off-the-shelf
devices suited for the implementation of some

functional blocks of the readout chain. This
chapter describes, finally, the baseline IFR read-
out system going from the basic requirements of
a dedicated IFR readout ASIC to the proposed
locations of the IFR electronics system to the
services required in the detector hall.

Figure 12.17: details of the three WLS fibers
and the PCB for the SiPM

12.1.5.2 Basic features of the IFR detector

The basic IFR detector element exploits an ex-
truded plastic scintillator with WLS fibers ap-
plied in machined grooves and “Silicon Pho-
tomultipliers” (SiPM) installed as shown in
Fig. 12.17. The scintillator bars, fitted with the
SiPM carrier PCBs and the signal cables, will
be enclosed in boxes made of sheet aluminum
which will shield the assembly from the ambi-
ent light and will provide it with the necessary
mechanical rigidity; the detector assemblies are,
in the following, referred to as “modules”. The
modules will be inserted in the gap between the
two steel plates delimiting an “active” layer;
nine active layers will be instrumented in the
barrel section of the IFR and also nine layer will
be “active” in the endcaps. Fig. 12.18 shows
a few modules, installed in the barrel section
of the IFR, with the aluminum “envelope” re-
moved to show the scintillator orientation. The
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Figure 12.19: estimation of the electronics chan-
nel count for the IFR barrel

Figure 12.20: estimation of the electronics chan-
nel count for the IFR endcaps

choice of tightly coupling the SiPM to the WLS
fibers is driven by the need of maximizing the
number of converted photoelectrons; this choice
determines in turn that the coupling between
the SiPMs and the first stage of the signal pro-
cessing chain must be done through coaxial ca-
bles and connectors.

Figure 12.18: detector modules (with the metal
enclosure removed) of IFR barrel,
layer 0

12.1.5.3 IFR channel count estimation

The active layers of the IFR detectors are
equipped with modules in which the detector
bars (of different widths for the PHY and the
Z views in the barrel) are assembled in two or-
thogonal layers.

Not all gaps of the flux return steel are
equipped with detectors; the “LAYER EN-
ABLE” column in Fig. 12.19 shows the current
active layer assignment and the resulting total
channel count of 11604 for the IFR barrel.

Fig. 12.20 recalls the distribution of the scin-
tillator bars in an active layer of one endcap
door. The total channel count for both forward
and backward endcaps amounts to 9540 for 9
equipped gaps.

12.1.5.4 Estimations of the IFR event size
and data bandwidth

The IFR detector will be read out in what has
been dubbed “binary mode”: the output of each
SiPM device will be amplified, shaped and com-
pared against a threshold; digitizer modules will
sample and buffer the comparators outputs at
a rate multiple of the SuperB clock and then
extract from the latency memories the data se-
lected by the FCTS trigger command. The IFR
channels will be processed by functional blocks
with a modularity of 32.SuperB Detector Progress Report
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Figure 12.22: estimations of the IFR event size
and data bandwidth

Figure 12.21: time evolution of muon and pi-
ons evaluated across the 10 sam-
ples taken for each “binary mode”
event (plots from [4]). Sampling
period was 12.5 ns)

Such a straightforward scheme has been suc-
cessfully applied to the IFR prototype, which
has been tested with cosmic muons and with
the beam provided by the Muon Testing Facil-
ity of the Fermi National Accelerator Labora-
tory [4], [5]: the beam tests have shown that the
time window for the extraction of data matched
to a trigger should be about 120 ns wide (see

Fig. 12.21), in order to recover the entire signal
from the shower initiated in the detector by an
impinging hadron.

The real IFR detector will be read out in
the “binary mode” outlined above and the ta-
ble in Fig. 12.22 reports the expected IFR event
size and data bandwidth at the nominal SuperB
trigger rate.

12.1.5.5 Background radiation and
electronics design constraints

The current knowledge on the radiation envi-
ronment at and around the flux return steel is
presented in [6]. This work analyzes the known
sources of radiation background in SuperB and
evaluates the doses in Si at the locations of the
SiPMs and at the locations of the front end elec-
tronics. The highest fraction of the total dose
absorbed by the IFR electronics is deposited by
neutrons deriving from the radiative BhaBha
and the Touschek processes. The neutron en-
ergy spectrum shown in Fig. 12.23 above is quite
wide-spread and so different types of interaction
processes will have to be considered to assess the
effect on the performances of the sensors and of
the IFR readout chain. The highest neutron
rate, about 5 kHz/ cm2, is found, according to
the plot in the lower left corner, at small radius
at the forward endcap; the resulting neutron
fluence over 10 years (considering the standard
year of 107s) would be of about 5*1011 n/ cm2.

Fig. 12.24 gives information on the dose (in
Si) absorbed at the different locations in evi-
dence. The highest dose is found at the C2 lo-
cations of the forward endcap and it is about
140krad/year. Electronics devices and systems
which must reliably and durably operate under
these radiation conditions must be designed or
selected according to guidelines which have al-
ready been drawn, among others, by the LHC
community; Electronics devices and systems
which must reliably and durably operate under
these radiation conditions must be designed or
selected according to guidelines which have al-
ready been drawn, among others, by the LHC
community. As an example one could refer to
the “ATLAS Policy on Radiation Tolerant Elec-
tronics: ATLAS Radiation Tolerance Criteria”

SuperB Detector Progress Report



12.1 Subsystem-specific Electronics 155

[9] to see that the neutron fluence expected for
the SuperB IFR is of the same order of magni-
tude simulated for the MDT muon spectrome-
ter. We could then, if not exploiting exactly the
same technical solutions adopted there, at least
follow the design guidelines established by the
cited and by similar documents. A more gen-
eral approach to the subject of radiation effects
in silicon devices is described in other works
referenced below [7, 8, 10, 26]. The R&D ac-
tivity propaedeutic to the TDR has included
the evaluation of the radiation effects on SiPM
[11, 12, 13, 14, 15] and on electronic devices
used to implement the basic functions of the
readout system. An irradiation test was per-
formed at the CN facility of the INFN Labo-
ratori Nazionali di Legnaro (LNL) on a sam-
ple of the “EASIROC” ASIC developed by the
Omega group of the LAL, Orsay, France [16, 17],
an ACTEL FPGA and a few samples of low
power current feedback operational amplifiers.
The CN facility of the LNL has a beam line de-
livering 4 MeV 2H+ ions to a beryllium target;
the energy spectra of the neutrons produced in
the 9Be(d,n)10B reaction are shown in Fig. 12.25
where the 4.2 MeV curve is highlighted for con-
venience.

Fig. 12.25 shows instead the stack of boards
carrying the ASIC, the FPGA and the op-amps
installed right in front the beampipe, and the
thermally isolated SiPM box located right after,
at about 4 cm from the beam pipe. Some results
of the irradiation tests are presented in the table
of Fig. 12.27 below. The OMEGA EASIROC,
manufactured in the 0.35µm SiGe technology
of Austria Micro Systems, was exposed to an
estimated total of 1.7*1011 neutrons, equivalent
to a few year’s exposition to the SuperB IFR
operating conditions.

The outcome of the test showed that, as ex-
pected, while the FPGA configuration memory
contents was not corrupted, the on-chip SRAM
blocks and the registers in the FPGA fabric were
subject to upsets. It follows that any critical
part of the FPGA design should include suit-
able SEU protection functions.

It is worth noticing that no SEU afflicted
the EASIROC configuration registers, that no

latch-up occurred and finally that no evidence
of TID damage was found while comparing
the current consumption and the analog per-
formances before and after the irradiation test
[15].The op amps to be tested had been fas-
tened to the top of the FPGA and have thus
been irradiated with a fluence of the order of
1012neutrons/ cm2 with no noticeable effect on
their current consumption or DC offset.

The results of the preliminary irradiation
tests supported the decision on how to build and
where to install the front end stages of the IFR
readout system. As more neutron irradiation
tests on SiPM are planned to assess the radia-
tion tolerance of the latest generation devices,
there will be more occasion to test, at the same
time, more sample of ASICs built in the AMS
0.35µm technology at different neutron energies
and with different beam orientations w.r.t. to
the device under test.

The 0.35µm CMOS technology from AMS is
being tested because it represents the preferred
choice for the development of a dedicated ASIC,
as described in the next chapter.

Figure 12.23: background neutrons: energy
spectrum and rates (normalized
to 1 MeV)
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Figure 12.24: background neutrons flux: doses
(krad/year) measured at some
relevant locations around the
detector

12.1.5.6 The IFR readout system

IFR readout basics: outline of the IFR pro-
totype readout The basic principles inform-
ing the design of the IFR readout system have
been tested with the IFR prototype, which was
readout in the “binary” mode described above.
For the prototype readout a dedicated front end
board, the “ABCD”, was built from off-the-
shelf components (COTS); Fig. 12.28 shows the
“ABCD” block diagram.

The main functions which were implemented
on the 32 channel “ABCD” board are:

• individual “high side” regulation (with 12
bit resolution) of the SiPM bias voltage;
bias voltage and SiPM signal are carried
by the inner conductor of the coaxial cable,
whose outer conductor is at true ground po-
tential

• wideband (1,5GHz 3dB frequency) amplifi-
cation of theSiPM signal

• discrimination of each SiPM signal against
an individually programmable (with 12 bit
resolution) threshold voltages; the discrim-
inators (two per channel) used A.C. cou-
pled feedback to stretch the output pulse
to a width of about 20 ns

• sampling and buffering of the discrimina-
tors outputs pending the trigger signal from
the experimental trigger system; an AL-
TERA Cyclone III FPGA was used to sam-
ple the discriminated SiPM signals and
store them in an internal latency pipeline
running at 80MHz.

• trigger processing: with each trigger a set
of 10 samples was extracted from the la-
tency pipeline and transferred to an output
buffer (along with suitable framing words)
from where they reached the “BiRO TLU
Interface board” [19] acting as a crate wide
data-collector and interface to the DAQ
PC and to the experiment’s TLU (Trigger
Logic Unit).

• The DAQ system developed for the IFR
prototype readout also performed functions

Figure 12.25: energy spectra of the neutron
beam delivered by the CN line
of the INFN-LNL) measured at
some meaningful locations around
the detector
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Figure 12.28: basic features of the “ABCD”
card designed for the IFR proto-
type readout

Figure 12.26: irradiation test setup at the CN
facility of the INFN Laboratori
Nazionali di Legnaro

which would, in SuperB , be performed
by the Experiment Control System (ECS):
ambient temperature acquisition, calcula-
tion and download to the ABCD DACs of

new set points for the bias voltages to sta-
bilize the SiPM gain against the operating
temperature variation [4].

• The Fermilab beam tests of the IFR pro-
totype have demonstrated, among other
things, that connecting the SiPMs to the
front end cards by means of long (4m) coax-
ial cables, although not optimal, was pos-

Figure 12.27: results of the irradiation tests at
the CN of the INFN Laboratori
Nazionali di Legnaro

sible and resulted in a reliably operating
system.

• This result supported the current baseline
choice of locating the SiPMs near the scin-
tillator bars and far from the front end
cards, so that these last can be installed
at more convenient locations.

An ASIC based front end readout

The COTS-based design of the “ABCD” card
met goals such as short development time and
flexibility (especially needed for tuning the pa-
rameters of the channels to be read out in the
“timing” mode, cfr. the “white book”, [20]) but
it wouldn’t be convenient for large volume pro-
duction.

A search for existing ASICs suited for “binary
mode” processing of SiPM signals was started
and a good candidate was found in the “Ex-
tended Analogue Silicon pm Integrated Read Out
Chip” or EASIROC which had many features
already suited for the IFR readout application
([16], [17]); Fig. 12.29 shows a block diagram
extracted from the EASIROC datasheet. The
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Figure 12.29: EASIROC block diagram developed by the OMEGA group of the LAL, Orsay, France

Figure 12.30: Amplitude histograms of signals processed by the EASIROC; SiPM connected with
coaxial cables up to 12 m (left option) and with one differential pair of a high density
cable 8 m long (right option)
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EASIROC has been used, thanks to the test
board and utilities provided by the OMEGA
group, to test different SiPM technologies and
coupling schemes [21]; Fig. 12.30 shows, for in-
stance, pulse height histograms obtained from a
1 mm2 SensL SiPM connected to the EASIROC
via:

• different lengths of coaxial cables, up to
12m (left option)

• one differential pair of a high density, dou-
ble shielded, multi twisted pair cable 8m
long (right option)

The features of the EASIROC which would
suite the IFR readout application are:

• the integration of 8 bit DACs, one per chan-
nel, for “low side” adjusting the bias volt-
age of the SiPM

• one fast (15 ns peaking time) shaper stage
for each channel driving the “trigger” com-
parators

• the integration of a 10 bit DAC, common
to all channels, for setting the threshold of
the fast “trigger” comparators

• the availability of all 32 “trigger” outputs
at the I/O pins (with single ended LV-TTL
level) of the EASIROC

• low power consumption

• no sign of performance degradation or SEE
detected during or after the irradiation
tests descried above

The suitable specifications listed above are
partially counterbalanced by others features
which make the EASIROC not quite usable as it
is, the most important of which being the 15ns
peaking time of the fast shaper: a lower value
is necessary to cope with the increasing dark
count rate for SiPMs operating in the SuperB
radiation environment.

As the IFR collaboration has been growing
in the last year to include groups experienced
in VLSI design ([22], [23], [24], [25], [26], [28],
[29]), the development of an ASIC implementing

the front end stages of the IFR readout system
has become within reach; the EASIROC and an
auxiliary flash based FPGA could still be con-
sidered as building blocks for a backup solution.

The new IFR front end ASIC should imple-
ment a set of basic features:

• a preamplifier and shaper chain suited for
positive and negative input signals charac-
terized by a linear response up to about 100
times the peak amplitude of the signal from
a single photoelectron and a peaking time
not larger than 10ns to minimize the pulse
pile-up effects at high input rates

• individual DACs to set, with a few mV res-
olution, the DC level of each input and thus
the “low side” bias voltage for the DC cou-
pled SiPM; the current drive of the DAC
should be designed considering the increase
in dark current of irradiated SiPMs

• a fast comparator design, possibly differen-
tial to reduce the switching noise; some of
the digital outputs should be routed to I/O
pads

• one threshold setting DAC with a resolu-
tion of at least 1

4 of the single p.e. signal
and a linear range not larger than 1

4 of the
linear dynamic range

• a configurable test pulse injection circuits

• a slow control interface logic: a simple se-
rial protocol should be implemented in or-
der to perform write and non destructive
readback to/from all register controlling
the ASIC’s programmable features

• a clock interface unit: to avoid the need
of on-chip PLLs the ASIC will receive
an LVDS clock with a frequency multiple
of the experiment clock to derive all on-
board timing signals; a suitable reset signal
should also be foreseen

• a trigger primitives generator: a LUT
based block driving two trigger outputs
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Figure 12.32: The IFR cable conduits for 2
sextants

• SEU protection through TMR or Hamming
coding for all key registers and state ma-
chines in the ASIC

and a set of application specific features such
as:

• a configurable latency buffer: a dual ported
memory whose width would be equal to the
number of channels and whose depth would
be determined by the trigger latency time
interval. The constant (but configurable)
offset between the write pointer and the
read pointer would equal the trigger latency
time expressed in terms of clock periods

• a trigger interface: a trigger matching logic
would detect a trigger pulse from the ex-
periment, wait for the relevant data to be
extracted from the latency buffer and sub-
sequently forward it to the output serializer

• a set of low power serializers clocked by
the input clock (which has a pace multiple
of the experiment clock) needed to trans-
fer the trigger matched data to the down-
stream “data collector” units. Serial out-

put data could be 8b/10b encoded to al-
low the usage of DC-balanced AC coupled
transmission links

The features listed above are differentiated
into a first set, mainly analog, and a mainly
digital second set to point out that it might be
convenient to implement the two lists of func-
tions in two different ASICs, to increase the flex-
ibility of the overall system. Fig. 12.31 presents
a block diagram of the new IFR readout ASIC
and its connection to the SiPMs in the detector
module; an IFR ASIC with a modularity of 32
channels would be able to readout all SiPMs in
one module of the barrel. As shown in the inlay
of Fig. 12.31 a ribbon-coaxial cable, mass termi-
nated to a high density connector, could be used
to carry the signals from the sensors to the IFR
readout ASICs and the ancillary components on
the IFR front end cards. At the right side of
the IFR ASIC diagram one can find the input
and output ports which would connect the IFR
ASIC to the downstream “data merger” cards.

Location of the front end stages of the
IFR readout system The SiPMs would be in-
stalled, in the baseline design, directly on the
scintillator bars and thus distributed at different
locations inside the modules. The baseline de-
sign foresees, instead, to install the ASIC-based
front end stages outside the modules, at close
but accessible locations. The reason behind this
choice is that even if we were to install the front
end ASICs inside the modules we would not still
be able to directly connect (in order to minimize
the signal/noise ratio) the SiPMs to the ASICs
but, in turn, we would make it more difficult
to remove the heat dissipated by the front end
and we would make it impossible to access the
front end cards, to replace faulty ones for in-
stance, without disassembling large parts of the
IFR structure. Fig. 12.32 is a detail of the IFR
barrel which shows the position of two of the 5”
x 3” conduits through which the IFR detector
signal and power cables are routed.

The printed circuit board featuring the front
end stages of the IFR signal processing chain
could be located in these cable conduits; they
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Figure 12.31: Block diagram of the IFR readout ASIC

would be accessible, if needed, without remov-
ing structural elements of the IFR magnetic flux
return. Fig. 12.33 shows a section of one IFR
cable conduit with a stack of 4 boards in evi-
dence. Each IFR front end board could host 2
ASICs with 32 input channels each and since the
IFR modules in the barrel are equipped with 32
SiPM at most, a stack of 3 to 4 IFR front end
cards can handle all SiPMs installed in an ac-
tive layer; 9 active layers are foreseen in the IFR
detector.

All signals to and from the 2 front end ASICs
on a board are coming from the “data merger”
cards downstream, physically located as close
as possible to the end of the cable conduit
emerging from the SuperB spectrometer, as il-
lustrated in the next paragraph. The intercon-
nection cables are shown on the right side of the
figure: they are double shielded, 17 pair, Am-
phenol SpectraStrip part number 425-3006-034
fitted with connectors by KEL (part no. KEL

8825E-034-175D); the mating connectors on the
front end and the data merger PCBs are KEL
8831E-034-170LD. Not shown in Fig. 12.33 are
the power cables for the SiPM bias (one com-
mon bias voltage per detector module) and the
front end card voltage supply.

The section of the cable conduit can accom-
modate all boards and cables needed for the 9
active layers of each barrel sextant. Not shown
in the picture are also the copper pillars which
are foreseen to build a thermal conduction path
from the IFR front end card to the IFR steel
to which the cable conduit is fastened. In al-
ternative to using ribbonized coaxial cables, the
individual coaxial cables carrying the SiPM sig-
nals from one module are soldered onto a suit-
able interface PCB as shown in Fig. 12.34. The
multi coaxial assembly shown in this 3D draw-
ing features a SAMTEC QSE-20-01-F-D high
density connector which mates to a QTE-020-
01-F-D installed on the IFR front end PCB.
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Figure 12.34: Detail of the multi coaxial connec-
tor assembly

Figure 12.35: Perspective view of IFR endcaps

Figure 12.33: Detail of front end cards installed
in the IFR cable conduit

The description above concerns the instru-
mentation of the barrel section of the IFR detec-
tor. Fig. 12.35 below shows the perspective view
of a pair of endcaps: the yellow callouts indi-
cate the openings in the side lining steel through
which the signal and power cables for the IFR
modules can be routed. The signal emerging
from these openings are routed to the crates
indicated by the red callouts. For the endcap
section of the IFR, the front end cards carrying
the IFR read out ASIC could be installed di-
rectly in the crate and connected to the “data
merger” cards through the crate’s backplane in-
terconnections.

The IFR “data merger” crates The IFR front
end cards are linked to the “data merger” cards
from which they receive the timing and trig-
ger signals and to which they confer the trig-
ger matched data. Fig. 12.36 shows the main
functions performed by the units installed in a
data-merger crate:

• FCTS interface: the key element of this
functional unit is the FCTS receiver mod-
ule which is linked via optical fiber to the
SuperB Fast Control and Timing System
(FCTS). The FCTS interface unit fans out
to the IFR front end cards the timing (clock
and reset) and the trigger commands de-
coded by the FCTS protocol receiver
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Figure 12.36: Main functions performed by the
electronic units in the data-
merger crate

• Muon trigger module: this unit receives
the trigger primitives generated by the IFR
front end cards and combines them to gen-
erate a muon trigger for local debugging
purposes

• data link: each data-merger crate is sup-
posed, according to the baseline design,
to drive a suitable number of data links
(4 for the barrel section, 2 for the end-
cap ones) to the ReadOut Modules (ROM).
The data forwarded to the ROMs results
from the merging of the trigger-matched
data streams produced by the front end
cards. A suitable modularity could be of
2 ouput data link per concentrator board;
this functional unit will rely on the common
TX link driver module to reliably forward
data to the ROM even in the radiation en-
vironment of SuperB

• ECS interface: the key element of this
functional unit is the ECS receiver mod-
ule which is linked via optical fiber to
the SuperB Experiment Control System
(FCTS). The ECS interface unit controls

the whole tree of slow control slave nodes
implemented in the front end cards

For the endcap section of the IFR the physical
links between the front end and the data merger
boards consist of the differential lines provided
by the backplane in which the front end and the
data-merger units are installed. An ATCA or
Micro-TCA crate [26] provide a large number of
such interconnection resources and the IFR data
merger crates will most likely conform to one of
the two above mentioned TCA specifications.

Because of the SuperB radiation environ-
ment it is likely that in the IFR data merger
crates the standard “intelligent platform man-
agement” controller will be replaced by some ad-
hoc interface card hooked to the SuperB ECS.
The power supply units of the IFR data merger
crate would have to be radiation tolerant or sim-
ply be installed at a larger distance from the
crates; the xTCA crates integrated “power en-
try modules” are fit to both options. The xTCA
fans will have to be tested for operation in a
radiation environment or replaced with quali-
fied units; the convection cooling specification
could be somewhat relaxed, on the other hand,
since the data merger crates will most likely dis-
sipate much less than the allowed 150W/200W
per slot. Fig. 12.37 shows the proposed location
for one of the barrel data-merger crates.

Two other such crates would be placed at
120◦ on the forward end of the barrel while three
crates will be located in a similar arrangement
at the backward end of the barrel. Each data-
merger crate serves two sextants.

Services needed for the IFR readout in the ex-
perimental hall The elements of the IFR read-
out system, from the detector on, need to be
properly powered, monitored and cooled. This
paragraph summarizes the main requirements
for a readout system built according to the
baseline design (which have been described in
more detail in the “SuperB integration ques-
tionnaire”):

• SiPM supply voltage: all the SiPMs of a
detector module are connected to an ASIC
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input with one terminal and to a common
bias voltage bus with the other. A to-
tal of 492 power supply channels are then
needed for biasing the SiPMs; the chan-
nel should feature a programmable output
voltage ranging from 0 to 100V ( value and
polarity depend on the final SiPM tech-
nology chosen) and should have a compli-
ance of 25mA. The power dissipated by the
SiPMs in the whole IFR under nominal op-
erating conditions is of the order of a few
tens of Watts

• IFR front end cards: a very coarse estima-
tion of the power consumption for the IFR
front end cards could be of 2W at 3.3V.
Lower core voltages for the ASIC could be
derived from on-board by means of low-
drop out regulators; the radiation tolerance
of suitable LDO regulators is being charac-
terized. The number of modulo-32 process-
ing units necessary to readout the IFR de-
tector is 384 for the barrel and 324 for
the endcaps. In the baseline design each
front end card carries 2 ASICs in the barrel
and, possibly, 4 ASICs in the endcaps, so
the number of individually programmable
power supply channels would be 192 for
the barrel and 81 for the endcaps The
compliance of these channels should be at
least 1A.

• barrel cooling: the power dissipated by the
SiPMs and the front end cards in the barrel
could be in the order of 700W. Assuming
that a cooling system like that designed for
the BABAR flux return system will also be
foreseen for the SuperB detector, the power
dissipated by the front end stages in the
IFR steel should be taken into account for
properly dimensioning the chiller system

12.2 Electronics Infrastructure

12.2.1 Power supplies, grounding and
cabling

Gianluigi Pessina

12.2.1.1 Power Supply to the Front-end:

The voltage supply system is normally com-
posed by a cascade of AC/DC, DC/DC and lin-
ear regulators. Depending on the power dissipa-
tion and noise requirements some of the above
elements can be avoided. The supply system of
an accelerator-based experiment has known ad-
ditional constraints to be satisfied. The large
particle fluence and the presence of a strong
magnetic field can have an impact on the aging
and behavior of the electronic equipment. The
first constraint is addressed only by adopting ra-
diation hardened (rad-hard) technology and us-
ing suitable layout recipes for the monolithic cir-
cuits. This is common to all the devices that sit
in the detector area. Magnetic field has gener-
ally less impact except for AC/DC and DC/DC
converters that need to use inductances and/or
transformers, having ferromagnetic cores.

Power Supply outside the detector area: In
the following we will describe our solution, able
to face the above constraints. The strategy we

Figure 12.37: The location of one of the 6 data
merger crates for the barrel
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would adopt is to minimize the number of reg-
ulators in the detector area. The distance be-
tween the regulators and the front-end can be
a few tens of meters. The energy the cable is
able to store in its inductive component can be
large and attention must be adopted to protect
the connected electronic equipment in case of
accidental short circuit to ground. Fig. 12.39
shows an example of the recovery from a short
circuit of 50m cable with 4mm2 section. The
short circuit current was limited to 20A. A
N-MOS, IPP50CN10NG, with 50mΩ ON resis-
tance simulated the short circuit and it breaks
down above about 100V when in open state,
that explains the reason of the clipping. The
measurement has been taken in the worst con-
dition of no applied load. It is clear from this
that an accidental short circuit is very critical
in producing possibly destructive damaging.

We have found that most of the cables with
3 or 4 poles and cross-section between 1.5mm2

and 4mm2 have an inductance per unit length,
LM , of the order of 0.7µH/m, from DC to few
hundred of KHz. Calling Ishort the maximum
delivering current available from the power sup-
ply and l the cable length, then:

Energy =
1

2
LM lI

2
short (12.1)

is the available energy driven to the load in case
of accidental short circuit. To limit the voltage
at a safe level our straightforward solution is to
add in parallel to the load a capacitance able to
store such released energy. This can be done if
we satisfy that:

1

2
ClimV

2
over =

1

2
LM lI

2
short (12.2)

where Vover is the maximum voltage that must
not be exceeded and Clim is the capacitance
whose value must be chosen to satisfy the eq.
with the given voltage Vover. As an instance,
with 50m of cable length, Ishort = 20A and
Clim = 160µF the maximum over voltage ex-
cursion would be less than 9.5V .

Adopting the introduced technique a hub
with a distribution to several shorter cables can
be implemented as shown in Fig. 12.40. A large

value capacitance, CH , is at the end of the cable
that connects the DC/DC regulators from the
outside to the inside of the detector area. In
our example we continue with considering 50m
of cable length and CH = 160µF . From this
point several shorter cables, or stubs, connect
the various parts of the detector or sub-detector
front-end. To save space, the sections of these
last cables can be smaller since they have each
to manage a smaller current. At the end of each
of these stubs, 5m in our present example, a
smaller value capacitance, CFx, (33µF ) is con-
nected. In case of short at the end of a stub
all the current flows into it. But as soon as the
short is opened capacitance CH absorbs the en-
ergy of the longer cable, while the energy of the
shorted stub is managed by the corresponding
capacitance CFx. Fig. 12.41 shows that the sig-
nal at the end of the 50m cable has an over volt-
age of only about 10 %. The maximum current
was 20A and it can be seen that the baseline
before the short is released is about 2V , the
dropout generated by the 20A current across
about 0.1Ω given by the sum of the stub (as a

Figure 12.38: A picture from BABAR showing
one of the elements of the cooling
system for the IFR steel
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Figure 12.39: Signal at the end of a 50 m cable
after a short circuit. The clipping
at 150 V is due to the breakdown
of the MOS switch used.
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Figure 12.40: Possible layout for a sub-detector
for what concerns voltage supply.

reference a section of 1mm2 has an impedance
of about 16Ω/Km) and the ON resistance of
the N-MOS. Fig. 12.42 shows the over voltage
present at the stub end where the short is gen-
erated and released; again the over voltage is
contained within about 10 %. As it can be ap-
preciated, the baseline that precedes the release
of the short is about 1V , namely 20A developed
across the about 50mΩ ON resistance of the
N-MOS. In the test setup of the laboratory we
implemented 2 stubs and Fig. 12.43 is the sig-
nal at the stub end where the short circuit was
not present. Again the over voltage is respecting
the safety conditions. The principle applies well

also if a low regulated voltage is considered and
Fig. 12.44 is an example of release from a short
of more than 25A on a 5m cable (2.5mm2 of
cross-section) loaded with 160µF capacitance.

Figure 12.41: Signal at the end of a 50m ca-
ble (blue line) after that a short
circuit is generated at one end of
a stub. The 50m cable is loaded
with a 160µF capacitor and the
short current is 20A; the supply
voltage is 10V . Every stub is
loaded with 33µF . The green line
is the voltage driver at the gate of
the switched N-MOS.

The suppression capacitance must show a
very small series resistance and inductance. Ca-
pacitors with plastic dielectric such as Metalized
Polypropylene Film satisfy this condition. As
an example the 160µF we have adopted for the
test has only 2.2mΩ of series resistance, but,
being big in volume, it shows a series inductance
of a few tens of nH. To compensate for this
last effect a smaller value (and volume) capaci-
tance (1µF ) is put in parallel, able to account
for the fast part of the rising signal. Metalized
Polypropylene Film capacitances have a range
of values limited to a few hundreds of µF . As a
consequence, a limited value of current per ca-
ble, 10A to 20A, results in a good compromise.
Many commercial regulators, also in the form of
the so called bricks and half-bricks layouts, are
available on the shelf at low cost. This strat-
egy is particularly usefully for minimizing the
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Figure 12.43: Signal at the end of a stub of
Fig. 12.40 after a short circuit
(blue line) happened at another
stub. Two stubs were present in
the test setup. CH is 160µF , the
CFx are 33µF and the short cur-
rent is 20A; the supply voltage is
10V . The green line is the voltage
driver at the gate of the switched
N-MOS.

Figure 12.44: Short circuit release on a 5m ca-
ble with 2.5mm2 cross-section.

dropout along the cable and it is of particular
concern when a low voltage is needed.

Figure 12.42: Signal at the end of a stub of
Fig. 12.40 after a short circuit
(blue line). Two stubs were
present in the test setup. CH is
160µF , the CFx are 33µF and
the short current is 20A; the sup-
ply voltage is 10V . The green line
is the voltage driver at the gate of
the switched N-MOS.

We cannot forget that an over-voltage can
happen due to a possible malfunctioning of the
regulator. To reject rapidly and with good pre-
cision this effect a stack of fast diodes is a good
choice. For instance with a voltage supply of
10V the series connection of about 20 diodes
allows to maintain the safe operating condition
provided that they are in contact with a heat
sink in case the problem persists for a while.
The location of the stack of diodes can be close
to the regulator and space occupation would not
constitute a problem.

Noise cabling and shielding: The combination
of the inductance component of the wires and
the suppression capacitance has a twofold utility
as it behaves also as a low pass filter. Fig. 12.45
shows the noise at the end of the 50m cable
plus 2× 5m stubs when 160µF plus 2× 33µF
capacitances load the combination. The applied
supply voltage was 10V and the load 3.3Ω. In
this case a standard commercial regulator has
been used. Very low noise DC/DC regulators
have been designed [30] and Fig. 12.46 shows the
noise performance under the same conditions.
Even better performances can be obtained by
cascading the DC/DC to a linear regulator of
very good quality [31].

Low noise results are obtained if care is con-
sidered on the type of cables adopted. In all
the measurements described so far cables used
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Figure 12.45: Noise after 50m cable loaded with
160 + 2 × 33µF capacitance at
10V and with 3.3Ω load. Up-
per noise is with the full 350MHz
bandwidth of the oscilloscope,
Lower noise has the scope band-
width limited to 20MHz.

Figure 12.46: Very low noise DC/DC regulator
[30]. Measurements condition and
setup as for Fig. 12.45

were all armored. This precaution allows to
shield the supply voltage from outside distur-
bances but also to avoid to create disturbances
to the outside world. We intend to adopt this
kind of layout solution for the final experimen-
tal setup. In addition, where needed, we intend
to add a double shield by inserting the cables
inside a tubular copper mesh.

The connection scheme of Fig. 12.40 is, in a
natural way, suitable to route ground. Let’s

suppose that the ground of every detector or
sub-detector to which the cables are routed have
their ground isolated. Then, we can route a
tinned copper wire (or a copper bar) very close
to the power supply cables so as to suppress
area sensitive to EMI interferences. Such a rout-
ing scheme allows a ’star’ connection with only
one ground contact node (we remember that
AC/DC and DC/DC regulators are floating),
that is the standard requirement.

Shielding is considered for whose region were
the electric or magnetic field can affect the
performances. The shields can be considered
for the whole sub-detector or individually on a
channel by channel basis. This is particularly
true with the effect of magnetic field on those
detectors that extend on a large volume, such
as photomultiplier tubes (PMTs). Past expe-
rience showed that in these cases a local shield
implemented with mu-metal around every PMT
is essential.

Power Supply in the detector area: We are
considering the opportunity to use both DC/DC
and linear regulators inside the detector area.
Inductances and transformers cannot be based
on a ferromagnetic coil. As a consequence they
are limited in range of values and the switching
speed of the DC/DC must be very large. This
is the case for the monolithic DC/DC regulator
we are considering [32], developed in 0.35µm
CMOS technology based on rad-hard layout and
components, and having a switching frequency
of the modulator of a few MHz, which allows
the use of a coil-free inductance. Based on the
same technology a linear regulator is also avail-
able [33].

12.2.1.2 High Voltage Power Supply to the
Detectors:

High voltage power supplies suffer of similar
problems as AC/DC and DC/DC regulators. As
a consequence these regulators must be located
outside the detector, sub-detector area (we do
not know about any commercial rad-hard high
voltage regulator). The energy released to the
load in case of accidental short circuit would be
not an issue thanks to the fact the, normally,
such regulators have their driving current lim-
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ited to a few hundred of µA. As an instance, if
we load the line with a 1nF high voltage capaci-
tor and considering 1A the short circuit current
we expect an over-voltage of about 0.2V . Fi-
nally, commercial over-voltage protectors based
on gas discharge tubes are very efficient and
fast.

12.2.2 Grounding and Shielding

This section has been incorporated in the Power
Supply section

12.2.3 Cable Plant

This section has been incorporated in the Power
Supply section
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