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OutlineOutline
● General remarks

● Physics tools
● Fast sim
● Full sim

● Distributed computing

● R&D
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General remarksGeneral remarks
● It has been an extremely fruitful meeting

● If you followed the computing sessions, you must 
have noticed that the computing group is 
successfully coping with a twofold problem
● Provide support for present needs of the collaboration
● Foresee future needs, and plan developments

● In spite of the very limited manpower, a lot of work 
is being done
● Much more than I can present here

● I'll show you only a selection of relevant 
contributions
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Physics Tools - FastSimPhysics Tools - FastSim
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Physics Tools - FastSimPhysics Tools - FastSim
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FullSimFullSim
● A few things were implemented in view of the next round of production

● More precise tuning of the bgframes

● More generator info in metadata

● Geantinos in Guinea Pig

● BFieldDumper

● Radmon 

● Optical photons for FTOF

● In addition, there are a number of more general, medium-term, longstanding 
issues we need to start dealing with

● Event display

● Event structure

● Runtime configuration

● Geometry handling

● There are MANY MORE issues we should be working on, but one must be 
realistic, and with present manpower they'll have to wait

http://agenda.infn.it/materialDisplay.py?contribId=312&sessionId=43&materialId=slides&confId=4441

http://agenda.infn.it/materialDisplay.py?contribId=312&sessionId=43&materialId=slides&confId=4441
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Distributed computingDistributed computing
● Use of the tools discussed in the previous slides is 

already happening in a distributed environment (GRID)

● To the non-expert this may sound obvious, but a lot of 
work is needed, under the hood, to make it happen
● Definition of a Computing Model: What kind of operations will 

we perform with our hardware? 

● Definition of a bookkeeping DB: what configuration was used 
to produce this particular file? What files were produced with 
this configuration?

● Definition of a data model: where are the input files I need? 
How do I get them? Where will my results be stored?

● Development of a software to protect the user from the 
underlying complexity of the above mentioned points (and from 
much more...) 
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Bookkeeping DBBookkeeping DB

http://agenda.infn.it/getFile.py/access?contribId=206&sessionId=6&resId=0&materialId=slides&confId=4441

● Recently changed 
the underlying DB 
(MySQL → 
PostgreSQL)

● System has been 
stress tested, to 
ensure proper 
operation in “real-life” 
use scenarios
● Up to about 900 DB 

operations per 
second were easily 
performed

http://agenda.infn.it/getFile.py/access?contribId=206&sessionId=6&resId=0&materialId=slides&confId=4441


20
12

03
23

 C
o

m
p

u
ti

n
g

 S
u

m
m

ar
y

A
n

d
re

a 
D

i 
S

im
o

n
e  

- 
U

n
iv

. 
&

 I
N

F
N

 T
o

r 
V

er
g

a
t a

10

Data ModelData Model
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Computing Model - SurveyComputing Model - Survey

● A Survey has been 
prepared by the 
distributed 
computing group

● WE NEED INPUT 
FROM ALL OF YOU

● Note that these are 
NOT “geeky” details

● They will really affect 
the everyday life of 
all collaborators, and 
the effectiveness of 
the collaboration as 
a whole

http://agenda.infn.it/getFile.py/access?contribId=204&sessionId=6&resId=0&materialId=slides&confId=4441

http://agenda.infn.it/getFile.py/access?contribId=204&sessionId=6&resId=0&materialId=slides&confId=4441
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Distributed Tools - GangaDistributed Tools - Ganga
● Goal is to allow 

YOU to submit an 
analysis job 
without knowing all 
the details shown 
here

http://agenda.infn.it/getFile.py/access?contribId=339&sessionId=13&resId=0&materialId=slides&confId=4441

http://agenda.infn.it/getFile.py/access?contribId=339&sessionId=13&resId=0&materialId=slides&confId=4441
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Distributed Tools - GangaDistributed Tools - Ganga

● Some 
documentation 
ready, a tutorial 
can be organized 
upon request
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R&DR&D
● Remember the two R&D workshops we had in 

Ferrara?
● I'll show you here some follow-up studies
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GPU testsGPU tests
● GPUs are the graphical accelerators we all have in our 

laptops/desktops

● Started benchmarking a rather general problem:

● Given a set of 4-vectors, find all possible pairs and calculate invariant mass

● Idea is to exploit parallelization in combinatorics
– Many pairs are processed at the same time

● All of us know how to do it in a normal, non parallel environment

● Some of us have also learnt how to do it on a GPU

● Requires non-trivial core restructuring

● In general, it is worth stressing that naïve, home-made programming is no 
more a viable coding strategy

● Requires all of us to revisit our approach to HEP code

● Either we all undergo a serious training in “good” programming

● Or, we delegate the most critical aspects of our code to real experts

http://agenda.infn.it/materialDisplay.py?contribId=343&sessionId=13&materialId=slides&confId=4441
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GPU testsGPU tests
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The FrameworkThe Framework
● Why do we need a framework?

● A few common functionalities across all our applications
● Input/Output from/to disk

● Efficient (and safe) memory management

● Parallelization capabilities

● Runtime configurability

● Instead of having all applications implement their own 
solutions (as we do now), we can use a common pool of 
code
● Initial manpower needed to setup and migrate all existing code

● Gain in the medium term from removal of redundant 
maintenance/developments

● Immediate HUGE gain in usability
– User can move from one application to another within the same general 

setup 
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The FrameworkThe Framework

http://agenda.infn.it/getFile.py/access?contribId=323&sessionId=1&resId=0&materialId=slides&confId=4441

http://agenda.infn.it/getFile.py/access?contribId=323&sessionId=1&resId=0&materialId=slides&confId=4441
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Refurbishing legacy codeRefurbishing legacy code

● How much 
parallelism can 
we inject into the 
execution of 
BaBar legacy 
code?

http://agenda.infn.it/getFile.py/access?contribId=322&sessionId=1&resId=0&materialId=slides&confId=4441

http://agenda.infn.it/getFile.py/access?contribId=322&sessionId=1&resId=0&materialId=slides&confId=4441
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ConclusionsConclusions
● An amazing amount of material has been shown at 

this meeting
● My apologies to those colleagues whose contributions I 

could not mention here

● We must all revisit our approach to HEP software
● It does not grow spontaneously on hard disks
● It requires a lot of hard work, and a good mix of design, 

programming skills, user feedback
● Our input as experienced users of HEP software is 

crucial in this design/R&D phase
● Manpower is still an issue

– If you are willing to join us, drop us an email
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