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Goal

● Many-Integrated Core Architecture
● Play with the MIC

○ Contribution to the INFN COKA project (COmputation on 
Knigths Architecture)

● Target is part of EvtGen
○ EvtBtoXsgammaKagan::computeHadronicMass()
○ Complement work done by S. Longo

– Parallelization and Legacy code: a preliminary work on EvtGen

– Possibility to compare results in the future

● Longer-term goal is to integrate the possibility to offload 
computation to an accelerator (such as a MIC or a GPU) 
directly in the Framework

http://agenda.infn.it/contributionDisplay.py?contribId=189&sessionId=45&confId=4107
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Current status

● The code has been heavily refactored to make it 
more parallel-friendly
○ Value-based, possibly const

– Use only stack-based objects/variables, i.e. no pointers

○ A lot less sharing between loop iterations

● Just add a pragma in front of the main loop to 
enable parallelism with OpenMP

  //Calculating the Branching Fractions
#pragma omp parallel for
  for (i=0 ; i < int(_nIntervalmH + 1.0); i++) {
    // …
  }
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Next steps

● MIC-specific modifications to the code
○ Not clear yet how intrusive the modifications will be

● Access to a MIC and to the Intel compiler to test 
the changes and make measurements

● Further code restructuring to replace runtime-
polymorphism (i.e. inheritence) with static-
polymorphism (i.e. templates)

  //Calculating the Branching Fractions
#pragma offload target(mic)
#pragma omp parallel for
  for (i=0 ; i < int(_nIntervalmH + 1.0); i++) {
    // …
  }


