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Software distribution 

Goal: Guaranteed that the SuperB code is correctly 
installed and configured in each site involved in job 
analysis.

•Software Installation

•Software Testing and tag Management in the IS

• Framework for job tracking and task management 

•Monitoring

Crucial task
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Software distribution 
in g-Lite based GRID Environment

In each site, Worker Nodes share a storage area (default 
/opt/exp_soft/vo_name) 

Each virtual organization defines a set of software-
manager among the member who have the privilege to 
write in the exp_soft area in all sites that support the VO

Software manager can write in the software area 
through Grid-Installation job or through a direct access 
to Grid-FTP / UberFTP.
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SOFTWARE INSTALLATION
gLite/EMI Legacy solution
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Software in SuperB

gLite/EMI Legacy solution is the strategy currently 
adopted in SuperB to distributed the FastSim
software needed for Simulation on the GRID 
infrastructure.

In the LHC world they are some R&D activities aims 
to simplify the software distribution through 
advanced file system able to manage automatic 
replica.
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CVMFS for GRID Software Installation

• ATLAS and LHCb moving to a dynamic software distribution model via CVMFS 
(CernVMFileSystem)

– Virtual software installation by means of an HTTP File System

• Distribution of read-only binaries

• Files and file meta data are downloaded on demand and locally cached

• Self-contained (e. g. /cvmfs/atlas.cern.ch), does not interfere with the base 
system
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CVMFS test at CNAF (LHCb)

Filesytem
Mounted on the

Tier-1 Farm

Two squid 
configured in load 

balancing and 
failover

2 Gbit/s in bonding 
on two different 

switch
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Software Installation Framework

Framework for software installation management 
and monitoring is an other crucial aspect of 
Software Distribution Problem.

Generally LHC experiment use a self 
implementation of software manager framework. 

An interesting tool is represented by LJSFi
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LJSFi - The Light Job Submission 
Framework for Installation 

LJSFi is a fully automatic software installation 
system, originally developed for LCG/EGEE  and 
then extended to other grid flavors. The system is 
based on the Light Job Submission Framework, an 
independent job submission framework for generic 
submission and job tracking in EGEE. 

The ATLAS experiment currently uses LJSFi in 
production for both EGEE and OSG sites
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LJSFi - The Light Job Submission 
Framework for Installation 

LJSFi is composed by

-> A central DB that contain information about, 
Software Release, Grid-Site, VO-User and the status 
of the Software Installation Procedure on each Site.

-> A Backend component  that perform all the main 
action (SW Installation, Testing, Canceling)

-> A Web Interface as GUI for all the Query and 
Actions procedure

LJSFi can interact with CVMFS system
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LJSFi - The Light Job Submission 
Framework for Installation 

LJSFi seem well documented and they are instruction 
to install.

LJSFi is a general purpose tools but now is strongly 
customized on the ATLAS Framework.

https://atlas-
install.roma1.infn.it/twiki/bin/view/Main/LJSFiDocu
mentation
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Software in SuperB

The SuperB software is structured in a set of rpm 
packages accessible via yum suite.

The procedure can be performed by simple user 
local execution or via Grid job submission.

The installation is manage directly by the software-
manager, right now we don’t use any framework ad 
hoc.
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Issue in SuperB

Individuate a Framework to simplify and automate 
as much as possible the software distribution 
procedures.

Individuate a medium/long term solution to 
support the simulation production and the future 
requirements of SuperB (EMI Legacy? CVMFS or 
Similar approach?)
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ACTION

Investigate the possibility to configure LJSFi as 
software distribution tools for SuperB code. 
(Alessandro de Salvo can give a basic support for 
this test)

Evaluating CVMFS for GRID Software Installation 
(The Atlas Naples-Tier2 will migrate soon)

Investigate other possible solution to simplify the 
software distribution among the sites.
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Some References

LJSFi
https://atlas-install.roma1.infn.it/twiki/bin/view/Main/LJSFiDocumentation
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