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Collider Physics Top & Electroweak Examples
Example: W- and Z-boson production at hadron colliders

W, Z

p

p

q̄′

q

l−

ν̄l, l
+

Physics goals:

• MZ → detector calibration by comparing with LEP1 result

• sin2 θlept
eff

→ comparison with results of LEP1 and SLC

• MW → improvement to ∆MW ∼ 15MeV, strengthen EW precision tests

(W/Z shape comparisons even sensitive to∆MW ∼ 7 MeV at LHC)
Besson et al. ’08

• decay widths ΓZ and ΓW from Mll or MT,lνl tails

• search for Z′ and W ′ at high Mll or MT,lνl

• information on PDFs

Stefan Dittmaier, Electroweak physics from low to high energies Lepton–Photon 2009, Hamburg, August 2009 – 8

• pp→W/Z + X

pp→W/Z + jets
, measure mW , detector calibration,

measure PDFs,
search for W ′ and Z ′

Important electroweak experiments (continued)

• W production (Tevatron/LHC): pp, pp̄ → W → lνl(+γ)

W

p

p, p̄

– measurement of MW

– γWW coupling

• top-quark production (Tevatron/LHC): pp, pp̄ → tt̄ → 6f

t
t̄

W

W

b

b̄

p

p, p̄

– measurement of mt

Theoretical predictions

parametrized by α(MZ), MW, MZ, mt, mf , αs(MZ) and MH

↪→ global fit of SM to data yields bounds on MH

Note: fit is particularly sensitive to mt, MW, sin2 θlept
eff

Stefan Dittmaier, Electroweak physics from low to high energies Lepton–Photon 2009, Hamburg, August 2009 – 7

• pp→ tt̄ + XHiggs search at present and future colliders

Higgs bosons couple proportional to particle masses:

∝ MWH

W, Z

W, Z

∝ mfH

f̄

f

⇒ Higgs production mainly via coupling to W/Z bosons or top quarks

Processes at hadron colliders (pp̄/pp):
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Stefan Dittmaier, Electroweak physics from low to high energies Lepton–Photon 2009, Hamburg, August 2009 – 16

• pp→ H + X

minimal H?,
measure mH ,
test Higgs couplings

•

Example: gauge-boson scattering

V

V 
e.g.

H

Physics issues:

• link to Higgs production:

vector-boson fusion with subsequent decay H → WW/ZZ → 4f

• triple and quartic gauge-boson self-interaction

↪→ high sensitivity, but ambiguities from formfactors

• VLVL → VLVL: strong sensitivity to details of electroweak symmetry breaking

if no Higgs exists → unitarity requires scalar and vector resonances

However:

! description of resonances is “ad hoc” (different “unitarization models”)

↪→ large ambiguities

! many (more qualitative) studies show that LHC could see the resonances

Stefan Dittmaier, Electroweak physics from low to high energies Lepton–Photon 2009, Hamburg, August 2009 – 29

• pp→ V V ′ + X test e.w. symmetry breaking, unitarity bound,
triple and quartic V couplings

• pp→ γ + jetssingle top (W b→ t, W → t b̄ )

measure mt,
tt̄ spin correlations
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Must understand QCD:

•

•
•

•
•

•

•

NLO, NNLO in αs

Perturbative corrections are important

Underlying event, soft physics

eg. scale
uncertainty

αs(µ)

Factorization !

Nonperturbative corrections,  hadronization

Large logs αs ln2 z, α2
s ln4 z, . . . QCD Sudakov’s, EW Sudakov’s

Parton Shower:   ISR, High multiplicity final states

Precision Measurements:

mt = 173.1± 0.6stat ± 1.1syst GeV
theory error?
what mass is it?

αs(mZ) = 0.1161+0.0041
−0.0048

Tevatron

dσhad = f ⊗ f ⊗ dσpart
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Factorization:

f

H

I

I

J

f

1

2

3

s

soft or Glauber

−

+

J

J

Typical Event with Hard Interaction:

“cross section can be computed as product of independent pieces”

New physics hides at short distances in H
Shower MC programs assume factorization:

initial state
parton 
shower

hard scattering
fixed order 

perturbative
computation

⊗ ⊗
final state

parton 
showers

⊗
hadronization

model,
underlying event,

...
(with parton
distributions)

dσ =

Glauber
1

k2
⊥
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Inclusive Factorization:

f

H

I

I

J

f

1

2

3

s

soft or Glauber

−

+

J

J

Typical Event with Hard Interaction:

Towards Factorization at the LHC
Factorization separates scales:

! Hard New Physics from Standard Model
! Pertubative from nonperturbative physics
! Can resum large logarithms

!−

!+p

p

X

X

Focus on the initial state radiation: Drell-Yan pp → X!+!−

Inclusive

Inclusive in X
Can’t study ISR

“Isolated”

!−

Soft

Soft

!+

Pa Pb

Jet b Jet a

Zero Central Jets

Threshold

Only Soft Radiation
Tiny cross section

Wouter Waalewijn (MIT) Factorization at the LHC & Beam Functions Boston University 03/01/10 7 / 30

Drell-Yan X = anything = hard  (sum over all final states)pp→ X!+!−

(Collins, Soper, Sterman)

• no Glauber effects! • no soft effects! 

• PDF              is universal field theory matrix element

dσ

dQ2
=

∑

i,j

H incl
ij ⊗ fi(ξa)fj(ξb)

fi(ξa)
• no need to distinguish jets

Towards Factorization at the LHC
Factorization separates scales:

! Hard New Physics from Standard Model
! Pertubative from nonperturbative physics
! Can resum large logarithms

!−

!+p

p

X

X

Focus on the initial state radiation: Drell-Yan pp → X!+!−

Inclusive

X

!+
X

!−

Pa Pb

Inclusive in X
Can’t study ISR

“Isolated”

!−

Soft

Soft

!+

Pa Pb

Jet b Jet a

Zero Central Jets

Threshold

Soft

Soft

!−

!+

Pa Pb

Only Soft Radiation
Tiny cross section

Wouter Waalewijn (MIT) Factorization at the LHC & Beam Functions Boston University 03/01/10 7 / 30 5



Remainder of the talk:

• Utility of classic event shapes & factorization

• Top Mass & Theory

• Applications of  factorization at hadron colliders 
to:
    Higgs, top, event shapes, & jet algorithms

discuss: 
  soft physics, nonperturbative physics, 
  large logs, & high precision
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αs(mZ)

7



Siegfried Bethke: The 2009 World Average of αs 11

The presence of correlated errors, if using the equations
given above, is usually signalled by χ2 < ndf . Values of
χ2 > ndf , in most practical cases, are a sign of possibly
underestimated errors. In this review, both these cases are
pragmatically handled in the following way:

In the presence of correlated errors, described by a
covariance matrix C, the optimal procedure to determine
the average x is to minimise the χ2 function

χ2 =
n

∑

i,j=1

(xi − x)(C−1)ij(xj − x) ,

which leads to

x =





∑

ij

(C−1)ijxj









∑

ij

(C−1)ij





−1

and

∆x2 =





∑

ij

(C−1)ij





−1

.

The choice of Cii = ∆x2
i and Cij = 0 for i "= j re-

tains the uncorrelated case given above. In the presence
of correlations, however, the resulting χ2 will be less than
ndf = n − 1. In order to allow for an unknown common
degree of a correlation f , the method proposed in [61] will
be applied by choosing Cij = f×∆xi×∆xj and adjusting
f such that χ2 = n − 1.

For cases where the uncorrelated error determimation
results in χ2 > ndf , and in the absence of knowledge which
of the errors ∆xi are possibly underestimated, all individ-
ual errors are scaled up by a common factor g such that
the resulting value of χ2/ndf , using the definition for un-
correlated errors, will equal unity.

Note that both for values of f > 0 or g > 1, ∆x
increases, compared to the uncorrelated (f = 0 and g = 1)
case.

4.2 Determination of the world average

The eight different determinations of αs(MZ0) summarised
and discussed in the previous section are listed in ta-
ble 1 and are graphically displayed in figure 5. Apply-
ing equations 14, 15 and 16 to this set of measurements,
assuming that the errors are not correlated, results in
an average value of αs(MZ0) = 0.11842 ± 0.00063 with
χ2/ndf = 5.4/7.

The fact that χ2 < ndf signals a possible correlation
between all or subsets of the eight input results. Assuming
an overall correletion factor f and demanding that χ2 =
ndf = 7 requires f = 0.23, inflating the overall error from
0.00063 to 0.00089.

In fact, there are two pairs of results which are known
to be largely correlated:

– the two results from e+e− event shapes based on the
data from JADE and from ALEPH use the same theo-
retical predictions and similar hadronisation models to

0.11 0.12 0.13

!!    ((""    ))s Z

Quarkonia (lattice)

DIS  F2 (N3LO) 

#-decays (N3LO)

DIS  jets (NLO)

e+e– jets & shps (NNLO) 

electroweak fits (N3LO) 

e+e– jets & shapes (NNLO) 

$ decays (NLO)

Fig. 5. Summary of measurements of αs(MZ0). The vertical
line and shaded band mark the final world average value of
αs(MZ0) = 0.1184 ± 0.0007 determined from these measure-
ments.

correct these predictions for the transitions of quarks
and gluons to hadrons. While the experimental errors
are uncorrelated, the theoretical uncertainties may be
assumed to be correlated to 100%. The latter accounts
for about 2/3 to 3/4 of the total errors. An appropriate
choice of correlation factor between the two may then
be f = 0.67.

– the QCD predictions for the hadronic widths of the
τ -lepton and the Z0 boson are essentially identical, so
the respective results on αs are correlated, too. The
values and total errors of αs(MZ0) from τ decays must
therefore be correlated to a large extend, too. In this
case, however, the error of one measurement is al-
most entirely determined by the experimental error
(Z0-decays), while the other, from τ -decays, is mostly
theoretical. A suitable choice of the correlation factor
between both these results may thus be f = 0.5.

Inserting these two pairs of correlations into the error
matrix C, the χ2/ndf of the averaging procedure results
in 6.8/7, and the overall error on the (unchanged) central
value of αs(MZ0) changes from 0.00063 to 0.00067. There-
fore the new world average value of αs(MZ0) is defined to
be

αs(MZ0) = 0.1184± 0.0007.

For seven out of the eight measurements of αs(MZ0),
the average value of 0.1184 is within one standard devi-
ation of their assigned errors. One of the measurements,
from structure functions [45], deviates from the mean value
by more than one standard deviation, see figure 5.

The mean value of αs(MZ0) is potentially dominated
by the αs result with the smallest overall assigned un-
certainty, which is the one based on lattice QCD [26]. In
order to verify this degree of dominance on the average
result and its error, and to test the compatibility of each

S. Bethke’s, arXiv:0908.1135

Latest World Average

αs(mZ) = 0.1183± 0.0008
HPQCD 0807.1687  

fit to     -splittings, Wilson loops       Υ

event shape results 
at fixed order

In fact, using everything we 
know about factorization and 
performing a global fit, the 
event shape result is just as 
accurate as the lattice result !

errors inflated to account for
variation in literature

from lattice

g

q

q̄e+

e−
γ, Z

qµ

Q2 = q2

αs(mZ) = 0.1184± 0.0007

αs(mZ)
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Thrust is a classic example of an “event-shape”

T = 1

2 jets

spherical 
event

t̂

peak

tail

τ = 1− T

τ = 1/2
T = 1/2

multijet

2 jets, soft radiation

2 jets, 3 jets
> 3 jets

Q = 91.2 GeV

ALEPH, DELPHI, L3, OPAL, SLD

τ = 0

d!
d"

1

!

20

15

10

5

0

0.0 0.1 0.2 0.3 0.4

"

T = max
t̂

∑
i |̂t · !pi|∑

i |!pi|

                 Event shape fits cut on     ,  eg. keep                               .τ τ ∈ {0.09, 0.25}

Lots of Data: Q = 35–207GeV

807  bins
(& TASSO, JADE, AMY)
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Cross section looks like:

+
(dσ

dτ

)

nonsingular

Factorization Theorem:

Subleading SCET factorization 
theorems tells us 

how power corrections
enter here too

τ > 0 singular non-singular

+ f(τ,ΛQCD/Q) nonperturbative
power corrections

For

singular
terms

Jet Function Soft FunctionHard Function

dσ

dτ
= σ0H(Q,mZ , µ) Q

∫
d# JT

(
Q2τ −Q#, µ

)
ST (#, µ)

encodes dominant
power corrections

by a universal function

Renormalization group
evolution sums logs of  τ

Q2 ! Q2τ ! (Qτ)2
hard jet soft

1
σ

dσ

dτ
=

∑

n,m

αs(Q)n lnm τ

τ
+

∑

n,m

αs(Q)n lnm τ +
∑

n,m

αs(Q)nfm(τ)

e+e− → jets
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thrust
 axis

soft particles

n-collinear n-collinear

hemisphere-a hemisphere-b

dσ

dτ
= σ0H(Q,µ) Q

∫
d# JT

(
Q2τ −Q#, µ

)
ST (#, µ)

•
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Our Three Regions:

peak

tail
multijet

d!
d"

1

!

20

15

10

5

0

0.0 0.1 0.2 0.3 0.4

"

Q2 ! Q2τ ! (Qτ)2 ∼ Λ2
QCD

Q2 ! Q2τ ! (Qτ)2 ! Λ2
QCD

Q2 ∼ Q2τ ∼ (Qτ)2 " Λ2
QCD

sum the logs

sum the logs
universal Ω1

Qτ power correction

nonperturbative ST

small power corrections
do not sum the logs(!)
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Recent Literature
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             fixed order results • O(α3
s)

Gehrmann, Gehrmann-De Ridder, 
Glover, Heinrich

Ingredients to NNLO e+e− → 3-jet

Two-loop matrix elements

|M|2
2-loop,3 partons

explicit infrared poles from loop integrals

L. Garland, N. Glover, A. Koukoutsakis, E. Remiddi, TG;

S. Moch, P. Uwer, S. Weinzierl

One-loop matrix elements

|M|2
1-loop,4 partons explicit infrared poles from loop integral and

implicit infrared poles due to single unresolved radiation

Z. Bern, L. Dixon, D. Kosower, S. Weinzierl;

J. Campbell, D.J. Miller, E.W.N. Glover

Tree level matrix elements

|M|2
tree,5 partons implicit infrared poles due to double unresolved radiation

K. Hagiwara, D. Zeppenfeld;

F.A. Berends, W.T. Giele, H. Kuijf;

N. Falck, D. Graudenz, G. Kramer

Infrared Poles cancel in the sum
NNLO corrections to jet rates and event shapes ine

+
e
−

annihilation – p.6

Event shapes at NNLO

NNLO thrust and heavy mass distributions

0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4

1-T

(1
-T

) 
1
/!

h
a
d
 d
!

/d
 T

Q = M
Z

"
s
 (M

Z
) = 0.1189

NNLO

NLO

LO

ALEPH data

0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.1 0.2 0.3 0.4

#

#
 1

/!
h
a
d
 d
!

/d
 #

Q = M
Z

"
s
 (M

Z
) = 0.1189

NNLO

NLO

LO

ALEPH data

NNLO corrections sizeable, non uniform: 15-20% in T , 10% in ρ

theory uncertainty reduced by about 40 %

large 1 − T, ρ > 0.33: kinematically forbidden at LO

small 1 − T, ρ: two-jet region, need matching onto NLL resummation

G. Luisoni, H. Stenzel, TG

need to include hadronization corrections

NNLO corrections to jet rates and event shapes in e
+

e
−

annihilation – p.12

convergence? µ dependence?

Aleph data
NNLO
NLO
LO

Thrust

1 − T

1
−
T
!

d
!

d
(1

−
T

)

0.40.350.30.250.20.150.10.050

0.6

0.5

0.4

0.3

0.2

0.1

0

Figure 1: The thrust distribution at LO, NLO and NNLO at
√

Q2 = mZ with "s(mZ) = 0.118.
The bands give the range for the theoretical prediction obtained from varying the renormalisation

scale from µ= mZ/2 to µ= 2mZ. In addition the experimental data points from the Aleph

experiment are shown.
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S.Weinzierl

14



summation of large logs to N3LL (analytic with SCET)• Becher and 
Schwartz

LL, NLL, NNLL, N3LL

Catani 
et.al.

ln dσ
dy = (αs ln)k ln+(αs ln)k + αs(αs ln)k + α2

s(αs ln)k + . . .

LL NLL NNLL N3LL

cusp non-cusp matching alphas
LL 1 – tree 1

NLL 2 1 tree 2
NNLL 3 2 1 3
N3LL 4pade 3 2 4
LL′ 1 – tree 1

NLL′ 2 1 1 2
NNLL′ 3 2 2 3
N3LL′ 4pade 3 3 4

standard
counting

primed
counting

When fixed order results are important primed counting is better

y = Fourier
transform of τ

15



summation of large logs to N3LL (analytic with SCET)• Becher and 
Schwartz

LL, NLL, NNLL, N3LL

Catani 
et.al.

ln dσ
dy = (αs ln)k ln+(αs ln)k + αs(αs ln)k + α2

s(αs ln)k + . . .

LL NLL NNLL N3LL

1st order

2nd order

3rd order

4th order

matching scale variation

0.10 0.15 0.20 0.25 0.30
0.0

0.1

0.2

0.3

0.4

(1
−

T
)

1 σ
d
σ

d
T

1 − T

1st order

2nd order

3rd order

4th order

hard scale variation

0.10 0.15 0.20 0.25 0.30
0.0

0.1

0.2

0.3

0.4

(1
−

T
)

1 σ
d
σ

d
T

1 − T

1st order

2nd order

3rd order

jet scale variation

4th order

0.10 0.15 0.20 0.25 0.30
0.0

0.1

0.2

0.3

0.4

(1
−

T
)

1 σ
d
σ

d
T

1 − T

1st order

2nd order

3rd order

4th order

soft scale variation

0.10 0.15 0.20 0.25 0.30
0.0

0.1

0.2

0.3

0.4
(1

−
T

)
1 σ

d
σ

d
T

1 − T

1st order

2nd order

3rd order

4th order

correlated scale variation

0.10 0.15 0.20 0.25 0.30
0.0

0.1

0.2

0.3

0.4

(1
−

T
)

1 σ
d
σ

d
T

1 − T

1st order

2nd order

3rd order

4th order

anti!correlated scale variation

0.10 0.15 0.20 0.25 0.30
0.0

0.1

0.2

0.3

0.4

(1
−

T
)

1 σ
d
σ

d
T

1 − T

Figure 8: Perturbative uncertainty at Q = 91.2 GeV. The first four panels show the variation
of the matching scale, the hard scale, the jet scale, and the soft scale. Each of the scales is
varied separately by a factor of two around the default value. The last two panels show the
effect of simultaneously varying the jet- and soft scales, see text. The lep 1 aleph data is
included for reference. All plots have αs(mZ) = 0.1168.

of τ and compare to the best fit result. We find that the extracted value is fairly insensitive to
the fit range. In fact, going from the standard range (solid line) to the larger region (dashed
lines) changes the best-fit value of αs(mZ) by less than 0.3%, from 0.1168 to 0.1171.

Next, we consider the perturbative theoretical uncertainty. In the effective field theory

16

better convergence
nice µ dependence
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summation of large logs to N3LL (analytic with SCET)• Becher and 
Schwartz

LL, NLL, NNLL, N3LL

Catani 
et.al.

ln dσ
dy = (αs ln)k ln+(αs ln)k + αs(αs ln)k + α2

s(αs ln)k + . . .

LL NLL NNLL N3LL

actual fit range

sample fit range

0.0 0.1 0.2 0.3 0.4

!0.2

!0.1

0.0

0.1

0.2

1!T

re
la
ti
v
e
u
n
ce
rt
ai
n
ty

total exp. uncertainty
data

stat. uncertainty
data

fit−data
data

Figure 7: Relative error for best fit to aleph data at 91.2 GeV. The inner green band includes
only statistical uncertainty, while the outer yellow band includes statistical, systematic and
hadronization uncertainties. The solid line is fit to 0.1 < 1−T < 0.24 giving αs(mZ) = 0.1168
while the dashed line is fit from 0.08 < 1 − T < 0.3 giving αs(mZ) = 0.1171. The smaller fit
range is used for the error analysis because it has been previously studied in [5].

αs value will not change much beyond first order. A fit to the NNLO fixed-order prediction
gives αs(mZ) = 0.1275.

The aleph and opal collaborations have published analyses of the lep 1 and higher
energy lep 2 thrust distributions. To fit αs we calculate the thrust distribution integrated
over each bin measured in the experiments. The resummed contribution in a given bin is
obtained as R2(τR) − R2(τL) using Eq. (26) for the bin with τL < τ < τR. For the matching
contribution, we integrate analytically the DA(τ), DB(τ) and DC(τ) functions and subtract
them from the analytic integral of A(τ) and the appropriately binned numerical distributions
B(τ) and C(τ).

A problem we encounter when trying to extract αs is that the experiments have published
statistical, systematic, and hadronization uncertainties for each bin, but have not made the
bin-by-bin correlations public. Without this information, we proceed with a conservative
approach to error estimates: to extract the default value of αs, we perform a χ2-fit to the
data including only statistical uncertainties. We then use the systematic and hadronization
errors on αs obtained in previous fits to aleph [5] and opal [43] data. In these papers fits
to αs were performed which included the correlation information. To be able to use their
values, we perform our fits using exactly the same fit ranges as used in these papers. This
is not entirely optimal, since the experimental systematic error will depend somewhat on the
theoretical model used in the fit. Our resummed calculation is valid in a wider range of τ than
the predictions used in [5, 43], so one could use data closer to the peak, where the statistics
are higher and resummation is more important. In a future analysis, the fit range could be
optimized to minimize the total error after folding in the proper correlations.

In Figure 7, we plot the relative statistical and total experimental uncertainty as a function

15

αs(mZ) = 0.1172± 0.0022

improved uncertainty
over fixed order results

• Nonperturbative corrections
not included in central value

tuning of programs like Pythia does not 
properly separate nonperturbative corrections 

from higher order perturbative corrections
17



soft Wilson lines

{ {

Universal Soft Function
Nonperturbative Corrections

OPE:
Korchemsky, Sterman,

Lee & Sterman
Dokshitzer 
& Webber; = Spert(τ − 2Ω1/Q) + . . .

shifts distributions
to the right

Ω1 ∼ ΛQCD a universal parameter

ST (τ) = Spert(τ)− S′
pert(τ)

2Ω1

Q
+ . . .

S(!, µ) =
∫

d!′ Spart(!− !′, µ) F (!′)}
partonic soft function at

fixed order
normalized model function, complete basis

 (must have exponential fall off !)

}
Perturbative & Nonperturbative soft radiation:

Ligeti, I.S., Tackmann

Hoang & I.S.; 

Sτ (k, µ) =
1

Nc

∑

Xs

δ(k −k+a
s −k−b

s )〈0|Y n̄Yn|Xs〉〈Xs|Y †
n Y

†
n̄|0〉

define Ω1 to
be renormalon free
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Ingredients for Global Analysis

• SCET Factorization Theorems,  Sum Large Logs:

• Power Corrections
LL, NLL, NNLL, N3LL and/or LL′, NLL′, NNLL′, N3LL′

Multiple Regions:•

Renormalon Subtractions (Mass, Gap),  R-RGE

smooth transitions

Complete Basis for modeling Hadronic functions (peak region)

(multi jet)

•
•

Final State QED radiation, with resummation of Sudakov•
Rigorous treatment of b-quark mass effects 
(using factorization for massive quark event shapes)

•

i) peak: Q! Q
√

τ ! Qτ ∼ ΛQCD

ii) tail: Q! Q
√

τ ! Qτ ! ΛQCD

iii) far tail: Q ∼ Q
√

τ ∼ Qτ ! ΛQCD

Ω1

Abbate, Fickinger,
Hoang, Mateu, I.S.
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0.16 0.18 0.20 0.22 0.24 0.26 0.28 0.30

0.2

0.4

0.6

0.8

1.0

1.2

1.4

0.16 0.18 0.20 0.22 0.24 0.26 0.28 0.30

0.2

0.4

0.6

0.8

1.0

1.2
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Sample Fit results:

0.34 0.36 0.38 0.40 0.42
0.00

0.02

0.04
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0.10

multijet, Dashed!N3LL, Solid!N3LL', same fit coeffs.
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Tail Fit !0.15,0.33", plotted over tail
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3 parameters:
αs(mZ), Ω1, c2, [∆0]

Here
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{αs(mZ),Ω1}A Tail Fit

0.15 0.20 0.25 0.30 0.35
0.0

0.2
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fit tail predict peak

0.34 0.36 0.38 0.40 0.42
0.00

0.02

0.04

0.06

0.08

0.10

dΣ!dt, Dashed"N3LL, Solid"N3LL', same fit coeffs.
predict multijet

For τ in the tail region (Q = 91, τ ∈ [0.09, 0.33], etc.)
we can safely do a two parameter fit
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compare this to
perturbation theory 

only:
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Fit Uncertainties:

Theory Uncertainties

Statistical Error + Systematic Error 
+ Hadronization (       )2Ω1

Error Ellipse from Fit
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(Perturbation Theory, Sums Logs, add F, uses renormalon free scheme)

αs(mZ)

2Ω1
(GeV)

14
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FIG. 9: Plots of Ω1 vs αs(MZ). (a) Include perturbation theory, resummation of the logs and soft model function. (b) As (a)
with renormalon and subtraction from gap

0.110 0.115 0.120 0.125 0.130

1.0

1.5

2.0

2.5

(a)

0.110 0.115 0.120 0.125 0.130

1.0

1.5

2.0

2.5

(b)

FIG. 10: Plots of χ2 vs αs(MZ). (a) Include perturbation theory, resummation of the logs and soft model function. (b) As (a)
with renormalon and subtraction from gap
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Theory Error Scan Results

NLL′, NNLL, NNLL′, N3LL, N3LL′

µ dependence, MC theory errors,
4-loop cusp, j3, s3

αs(mZ)
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Tail Fit 
Result

we use LEP working 
group’s corr. model 

for  syst.errors:

hadronization + expt. error,
              reduced by more than a factor of 3 

pert.error

χ2

dof
=

385.9
433− 2

= 0.895

error ellipse
∆χ2/dof = 1

±0.0009

!"##$! !"##$% !"##&! !"##&% !"##'! !"##'% !"##%!

!"%%

!"(!

!"(%

!")!

!")%

!!"
*+,-.

αs(mZ) = 0.1135± 0.0006

αs(mZ) = 0.1172± 0.0010(stat)± 0.0008(sys)± 0.0012(had)± 0.0012(pert)

comparison to 
Becher & 

Schwartz fit 

αs(mZ) = 0.1224± 0.0009(stat)± 0.0009(sys)± 0.0012(had)± 0.0035(theo) Gehrmann, et al.

resum

fixed order
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Compare to
Other 

Methods:

!"##$!"##% !"##& !"##' !"##(

)*+,-*./01234.56-*7383
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!"##? !"##@ !"##A !"#%!

BC).-DE.9F!(>
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J-448KH.9;BLMCF!@>.

/-2.NHK-7.O8PHN.+1NH1.9F!@>.

K+64+21.8QR1+DHN

!"#%#

........./-2.NHK-7.9F!@SF!A>
CT=.9F!?>

"##&( "!!##

GH40IH.-DE.9F!A>

Result from jets differs by 3.5σ from the lattice result
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Implications:

• Operator based treatment of nonperturbative effects can 
  become crucial for high precision analyses.

• Factorization allows fixed order results, large logs, 
perturbative and nonperturbative soft physics to be treated rigorously 
and simultaneously.
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The top mass is a fundamental parameter of the Standard Model•

Motivation

Important for precision e.w. constraints•

Top Yukawa coupling is large.  Top parameters are important for 
analyzing many new physics models. (eg. Higgs masses in MSSM)

•

Top is very unstable, it decays before it has a chance to hadronize.  
This provides an intrinsic smearing for jet observables.

•

(a 0.8% error)

t→ bWfrom

(theory error?  
      what mass is it?)

eg. mH = 76+33
−24 GeV

87

mH < 182 GeV (95% CL)

209
A 2 GeV shift in mt changes the central values by 15%

mt = 173.1± 0.6stat ± 1.1systGeV

Top provides playground for future analysis of
new short lived strongly interacting particles.

Γt = 1.5 GeV
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the classic ILC methodThreshold ScanThreshold Measurements

Threshold Scan:
√

s " 350 GeV (Phase I)

! count number of tt̄ events

! color singlet state

! background is non-resonant

! physics well understood

(renormalons, summations)

→ δmexp
t " 50 MeV

→ δmth
t " 100 MeV

What mass?
√

srise ∼ 2mthr
t + pert.series

(short distance mass: 1S↔ MS)

Loopfest V, SLAC, June 19-22 2006 A. H. Hoang – p.3

√
s " 350 GeV

Threshold Measurements

Threshold Scan:
√

s " 350 GeV (Phase I)

! count number of tt̄ events

! color singlet state

! background is non-resonant

! physics well understood

(renormalons, summations)

→ δmexp
t " 50 MeV

→ δmth
t " 100 MeV

What mass?
√

srise ∼ 2mthr
t + pert.series

(short distance mass: 1S↔ MS)

Simulations L = 300 fb−1, 9 + 1 scan points Peralta, Martinez, Miquel

(δmt)stat ∼ 20 MeV

(δλt/λt)stat = 15 − 50%

(δαs(MZ))stat = 0.001

(δΓt)stat = 50 MeV

Loopfest V, SLAC, June 19-22 2006 A. H. Hoang – p.4

Precision Theory meets
precision experiment:

Have smearing by ISR 
and  beamstrahlung, which
must be controlled precisely

(“peak” position)

Cross Section at NNLL Order

1S mass - RG-improved, with NNLL non-mixing terms

346 347 348 349 350 351 352 353 354!"""
s #GeV$0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Q
t2
R
v

LL , NLL , NNLL

ν =
0.15
0.2
0.3

Manohar,Stewart,Teubner,AH

m1S
t = 175 GeV

• RGI expansion shows better convergence

• theory error: δσtt̄/σtt̄ ∼ ±6% goal: 3%

→ full NNLL (mixing) running of C(ν) required → Stahlhofen, AH (usoft w.i.p.)

Loopfest V, SLAC, June 19-22 2006 A. H. Hoang – p.8

Measure a short-distance 
top-quark mass, like 
NOT the top pole mass.

•

•

Cross Section at NNLL Order

1S mass - fixed order approach

346 347 348 349 350 351 352 353 354!"""
s #GeV$0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Q
t2
R
v

LO , NLO , NNLO

ν =
0.15
0.2
0.3

Teubner,AH; Melnikov, Yelkovski;Yakovlev;

Beneke,Signer,Smirnov; Sumino, Kiyo

m1S
t = 175 GeV

• peak position stable (threshold masses: 1S, PS, . . . )

• large sensitivity to factorization/renormalization scale setting

• NNNLO partial results: Penin etal. ’02 ’05, Beneke etal. ’05, Eiras etal. ’05

Loopfest V, SLAC, June 19-22 2006 A. H. Hoang – p.8

e+e− → tt̄

m 1S
t
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Tevatron or LHC:

Top Quark Physics at LHC, Bad Honnef , January 26-27 

2007

André H. Hoang  - 13

Reconstruction at LHC and ILC

~

~

ATLAS (l+jets)

! Which parton shower MC to use ?

! Which jet algorithm ?

pp → tt̄X

bW

σ

Γ

qq̄
′

e
+
ν

b̄W

4

SM [9].
In this Letter, we present a new high-statistics mea-

surement of the inclusive differential cross section for
pp̄ → tt̄ + X production at

√
s = 1.96 TeV as a func-

tion of the pT of the top quark. The data were acquired
with the D0 detector at the Fermilab Tevatron Collider
and correspond to an integrated luminosity of ≈ 1 fb−1.
This measurement was performed in the !+jets decay
channel of tt̄ → WbWb̄ → !ν + bb̄+ ≥ 2 jets, where !
represents an e or µ from the decay of the W boson or
from W → τ → !. The analysis uses similar data sam-
ples, event selection, and corrections as used in the in-
clusive tt̄ → !+jets cross-section measurements detailed
in Ref. [10]. The dependence of the cross section on the
pT of the top quark was examined previously using ≈
100 pb−1 of Tevatron Run I data at

√
s = 1.8 TeV [11],

where no deviations from the SM were reported.
The D0 detector [12] is equipped with a 2T solenoidal

magnet surrounding silicon-microstrip and scintillating-
fiber trackers. These are followed by electromagnetic
(EM) and hadronic uranium/liquid argon calorimeters,
and a muon spectrometer consisting of 1.8 T iron toroidal
magnets and wire chambers and scintillation counters.
Electrons are identified as track-matched energy clus-
ters in the EM calorimeter. Muons are identified by
matching tracks in the inner tracking detector with those
in the muon spectrometer. Jets are reconstructed from
calorimeter energies using the Run II iterative seed-based
midpoint cone algorithm with a radius of 0.5 [13]. Jets
are identified as originating from a b quark using an artifi-
cial neural network (b NN) which combines several track-
ing variables [14]. Large missing transverse energy, %ET

(the negative of the vector sum of transverse energies
of calorimeter cells, corrected for reconstructed muons)
signifies the presence of an energetic neutrino. Events
are selected using a three-level trigger system, which has
access to tracking, calorimeter, and muon information,
and assures that only events with the desired topology
or with objects above certain energy thresholds are kept
for further analysis.
Events accepted by lepton+jets triggers are subject to

additional selection criteria including exactly one isolated
lepton with pT > 20 GeV/c and ≥ 4 jets with pT >
20 GeV/c and |η| < 2.5 [15]; at least one jet must have
pT > 40 GeV/c. At least one jet is also required to be
tagged by the b NN algorithm. Additionally, we require
%ET > 20 GeV (25 GeV) for the e+jets (µ+jets) channel
and electrons (muons) with |η| < 1.1 (2.0).
Our measurement uses the alpgen [16] event gener-

ator, with pythia [17] for parton showering, hadroniza-
tion, and modeling of the underlying event, to simulate
the inclusive tt̄ signal. A pythia sample serves as a cross
check. Backgrounds are modeled with alpgen+pythia

for W+jets and Z+jets production, pythia for diboson
(WW , WZ, and ZZ) production, and comphep [18] for
single top-quark production. The detector response is
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FIG. 1: The reconstructed top-quark mass compared with
expectation. Hashed areas represent statistical and jet energy
calibration uncertainties on the prediction.

simulated using geant [19]. The simulated tt̄ signal is
normalized to the cross section measured in the same fi-
nal state using the same event selections (including the
b-tagging requirement) and data as Ref. [10], namely to
8.46+1.09

−0.97 pb at a top-quark mass mt = 170 GeV/c2 (in
good agreement with the value extracted in this study).
The diboson and single top-quark backgrounds are nor-
malized to their SM predictions, Z+jets to the prediction
from next-to-leading-order (NLO) pQCD, and W+jets
such that the predicted number of events matches the
data before applying b tagging. The small multijet back-
ground, where a jet mimics an isolated lepton, is esti-
mated from the data [10].

The selection yields 145 and 141 events in the e+jets
and µ+jets decay channels, respectively. The measured tt̄
signal fraction is 0.79, indicating that this sample is suit-
able for detailed studies of tt̄ production. A constrained
kinematic fit to the tt̄ final state, which takes account
of the unreconstructed neutrino and finite experimental
resolution, is used to associate leptons and jets with indi-
vidual top quarks [20, 21]. The fit assumes equal masses
for the two reconstructed top quarks and the two recon-
structedW boson masses are constrained to 80.4 GeV/c2.
All possible permutations of objects needed to produce
the tt̄ system are considered, and the solution of fitted
leptonic and hadronic top-quark four-momenta with the
smallest χ2 (the goodness of the fit) is selected for further
analysis. The reconstructed top-quark mass (mt) from
the best fit in data, simulated tt̄ signal, and background
is shown in Fig. 1. There is good agreement between the

!"#$%&''(%)*+,-.*/0%12345%0%6/+37%89:0%&''(64;+< =>%=*24?%%9 @

Basic Methods

ILCThreshold Scan

Invariant  Mass Reconstruction Tev +LHC + ILC

“threshold masses”

13ABC70%12+D34C5E

F**?C+D0%%G*B42+3-

H IC72D3*4J%AB2+,%K2--C-%%%%%%%%+C-*424LC%K2--%%%%%

H 12--9-L.CKC%;C/C4;C4LC

H I2;32D3MC L*++CLD3*4-

H "*4-3-DC4D%-C/2+2D3*4

H NK/*+D24D%27-*%O*+%$CM2D+*4 KC2-B+CKC4D-

H /C+DB+P2D3MC COOCLD-

H 4*49/C+DB+P2D3MC COOCLD-

Reconstruction methods
(matrix element, template) 

Handles for a Precision MeasurementHandles for a Precision Measurement

Jet Energy Scale (JES)

Dominant systematic uncertainty in Run I measurements.

Top mass measurement requires precise mapping between 

reconstructed jets and original partons:

correct for detector, jet algorithm and physics effects.

What s crucial is the relative energy calibration between data 

and MC jets: Ejet/Ejet~1% mt ~ 1 GeV

Handles:

dijets, photon+jets, Z+jets 

W mass from W jj in top quark decays (in-situ calibration)

Z bb (verification of b-jet energy scale)

B-tagging: reduction of physics as well as combinatorial background

Sophisticated mass extraction techniques: maximize statistical                 

sensitivity; minimize some systematic uncertainties (e.g. JES)

Simulation: accurate detector modeling and state-of-the-art theoretical 

knowledge (gluon radiation, b-fragmentation, etc) required.

Golden channel: lepton+jets

Over-constrained kinematics

Combinatorial background:

2 solutions (MW constraint) 

12 possible jet-parton assignments.         

Can be reduced using b-tagging: 6 (1-btag), 2 (2 b-tags)

jet

e,

b-jet
b-jet

jet

MW

MW

Theory input is Monte Carlo.

So measured top mass is the 
one in the MC,  a “Pythia mass”.

Look at factorization for
e+e− → tt̄X

Q! mt ! Γt
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Hemisphere Invariant Masses

M2
t =

( ∑

i∈a

pµ
i

)2

M2
t̄ =

( ∑

i∈b

pµ
i

)2

d2σ

dM2
t dM2

t̄

thrust
 axis

soft particles

n-collinear n-collinear

hemisphere-a hemisphere-b

Peak region:

Breit Wigner:

ŝt ≡
M2

t −m2

m
∼ Γ$ m

( Γ
m

) 1
ŝ2

t + Γ2

e+e− → tt̄X
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Disparate Scales Effective Field Theory

Q! m! Γ ∼ ŝt,t̄

QCD

SCET

HQET
      Soft
Cross-Talk

top

Q

m t

!t

Integrate out 
Hard Modes

Factorize Jets, Integrate 
 out energetic collinear 
 gluons

Evolution and 
decay of top 
close to mass shell

t t

HQET
antitop

n n

QCD

SCET

HQET
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a) b)

FIG. 6: Tree level top-quark jet functions in a) SCET and b) bHQET.

where the convolution takes into account the fact that depending on the definition, the

observable ŝ could be sensitive to scales of O(m) and O(Γ). In this case, since ŝ′ does not

know about the scale m, it can not be identical to ŝ. The convolution with T±(ŝ, ŝ′, m, µ)

then compensates for this difference. In our case (and most reasonable cases) the definition

of the invariant mass is not sensitive to m, so we have T±(ŝ, ŝ′, m, µ) = δ(ŝ − ŝ′)T±(m, µ)

and the matching equations are simply

Jn(mŝ, Γ, µm) = T+(m, µm) B+(ŝ, Γ, µm) ,

Jn̄(mŝ, Γ, µm) = T−(m, µm) B−(ŝ, Γ, µm) . (87)

From this we define a hard-coefficient that contains the mass corrections

Hm

(
m, µm

)
= T+(m, µm)T−(m, µm) . (88)

By charge conjugation we know that the jet functions for the top and antitop have the

same functional form, and that T+ = T−. When we sum large logs into the coefficient Hm it

develops an additional dependence on Q/m through its anomalous dimension which depends

on v+ · n̄ = v− · n = Q/m.

Since the functions T± are independent of the top width Γ, we are free to set Γ = 0 (i.e. use

stable top quarks) for the matching calculations at any order in perturbation theory. At

tree level we need to compute the discontinuity of the graphs in Fig. 6 which have a trace

over spin and color indices. For Γ = 0 this gives

Btree
+ (ŝ, Γ = 0) =

−1

8πNcm
(−2Nc) Disc

( i

v+ · k + i0

)
=

1

4πm
Im

( −2

v+ · k + i0

)

=
1

m
δ(2v+ · k) =

1

m
δ(ŝ) = δ(s) , (89)

which is identical to the result for the corresponding SCET jet function, so at tree level

T+ = T− = 1.

Plugging Eq. (87) into Eq. (81), and incorporating renormalization group evolution, the

form for the differential cross section is
(

d2σ

dM2
t dM2

t̄

)

hemi

= σ0 HQ(Q, µm)Hm

(
m,

Q

m
, µm, µ

)
(90)

×
∫ ∞

−∞
d$+d$− B+

(
ŝt −

Q$+

m
, Γ, µ

)
B−

(
ŝt̄ −

Q$−

m
, Γ, µ

)
Shemi($

+, $−, µ).
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Answer

Hard Production 
modes integrated 

out

“Hard” collinear
gluons integrated out

Evolution and decay of top 
quark close to mass shell

Non-perturbative Cross talk

SOFT

JET

SOFT

JET

Jet Functions Soft Function

Fleming, Hoang,
Mantry, I.S.Factorization 

Theorem:

A useful event shape 
for massive unstable
particles
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a) b)

FIG. 6: Tree level top-quark jet functions in a) SCET and b) bHQET.

where the convolution takes into account the fact that depending on the definition, the

observable ŝ could be sensitive to scales of O(m) and O(Γ). In this case, since ŝ′ does not

know about the scale m, it can not be identical to ŝ. The convolution with T±(ŝ, ŝ′, m, µ)

then compensates for this difference. In our case (and most reasonable cases) the definition

of the invariant mass is not sensitive to m, so we have T±(ŝ, ŝ′, m, µ) = δ(ŝ − ŝ′)T±(m, µ)

and the matching equations are simply

Jn(mŝ, Γ, µm) = T+(m, µm) B+(ŝ, Γ, µm) ,

Jn̄(mŝ, Γ, µm) = T−(m, µm) B−(ŝ, Γ, µm) . (87)

From this we define a hard-coefficient that contains the mass corrections

Hm

(
m, µm

)
= T+(m, µm)T−(m, µm) . (88)

By charge conjugation we know that the jet functions for the top and antitop have the

same functional form, and that T+ = T−. When we sum large logs into the coefficient Hm it

develops an additional dependence on Q/m through its anomalous dimension which depends

on v+ · n̄ = v− · n = Q/m.

Since the functions T± are independent of the top width Γ, we are free to set Γ = 0 (i.e. use

stable top quarks) for the matching calculations at any order in perturbation theory. At

tree level we need to compute the discontinuity of the graphs in Fig. 6 which have a trace

over spin and color indices. For Γ = 0 this gives

Btree
+ (ŝ, Γ = 0) =

−1

8πNcm
(−2Nc) Disc

( i

v+ · k + i0

)
=

1

4πm
Im

( −2

v+ · k + i0

)

=
1

m
δ(2v+ · k) =

1

m
δ(ŝ) = δ(s) , (89)

which is identical to the result for the corresponding SCET jet function, so at tree level

T+ = T− = 1.

Plugging Eq. (87) into Eq. (81), and incorporating renormalization group evolution, the

form for the differential cross section is
(

d2σ

dM2
t dM2

t̄

)

hemi

= σ0 HQ(Q, µm)Hm

(
m,

Q

m
, µm, µ

)
(90)

×
∫ ∞

−∞
d$+d$− B+

(
ŝt −

Q$+

m
, Γ, µ

)
B−

(
ŝt̄ −

Q$−

m
, Γ, µ

)
Shemi($

+, $−, µ).
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Mpeak = mt + Γt(αs + α2
s + . . .) +
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mt

mt Mpeak

measure
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extract
this

Measurement Implications

QΛQCD
mt

is predominantly QΩ1
mt !

known to 10% from fit in part I

“peak region”

soft radiation shifts the measured masscompute
this

Ω1 is
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Mass Schemes for Jets

mass?MStop Can not be treated consistently 
with Breit-Wigner for decay products

pole mass?•

•

Breit-Wigner is fine, but has
renormalon problem (instability)

top jet mass•

mpole −mjet
t ∼ αsΓ

Breit-Wigner is fine & no renormalon

Uses heavy quark jet function B to define a mass scheme.
Good!
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Jet Function Results up to NNLL: 19
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FIG. 3: The jet function, mB(ŝ, δm, Γt, µ) versus Mt, where ŝ = (M2
t −m2)/m and Γt = 1.43 GeV. The left panel shows results

in the pole-mass scheme and the right panel shows results in the jet-mass scheme. The black dotted curve is the tree-level
Breit-Wigner, the green short-dashed curves are LL results, blue long-dashed curves are NLL, and the solid red curves are at
NNLL order. For each of the LL, NLL, and NNLL results we show three curves with µΓ = 3.3, 5.0, 7.5 GeV respectively. Other
parameters are discussed in the text.
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FIG. 4: Peak position Mpeak
t of the jet function versus µΓ. Short-dashed results are at LL order, long-dashed are at NLL

order, and solid are at NNLL order. Results are labeled for the pole mass-scheme (blue) and jet mass-scheme (red).

residual µΓ dependence is smaller in the jet-scheme than in the pole-scheme. The numerical size of the residual µΓ

scale dependence varies region by region. In the pole-mass scheme the scale dependence in the slope before the peak
is ∼ 17% at NLL and ∼ 14% at NNLL, while the maximum variation near the peak is 23% at NLL and 17% at
NNLL, and then in the tail region well above the peak it is ∼ 19% at NLL and ∼ 13% at NNLL. Hence, in the pole
scheme including the NNLL results does not significantly decrease the µΓ dependence. In the jet-mass scheme the
scale dependence in the slope before the peak is ∼ 6% at NLL and ∼ 2% at NNLL, while the maximum variation
near the peak is 14% at NLL and 7% at NNLL, and then in the tail above the peak it is ∼ 12% at NLL and ∼ 5%
at NNLL. Thus, in the jet-mass scheme the µΓ dependence is reduced by a factor of two or more. The same level of
improvement is observed for different values of the scheme parameter R than the value used in our analysis.

In Fig. 4 we plot the peak position Mpeak
t of the jet function curves, versus µΓ. This figure displays the convergence

and µΓ dependence of the jet function peak position in more detail than Fig. 3. The stability of the jet function
peak has a direct influence on the peak of the cross-section, and both are very sensitive to the value of the short-
distance top-mass. Hence the peak-position is important to gauge the effect of perturbative corrections for the mass
measurement. We use a wider range for µΓ than that of the curves in Fig. 3, but note that results for µΓ ≤ 3 GeV
upset the hierarchy µΓ/µΛ # 5 and hence can be safely ignored. In the pole-mass scheme we observe that there is
limited sign of convergence for the peak position, although the shifts with µΓ = 5 GeV at each order are still relatively
small being # 230 MeV from LL to NLL order and # 120 MeV from NLL to NNLL order. The lack of convergence
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t −m2)/m and Γt = 1.43 GeV. The left panel shows results

in the pole-mass scheme and the right panel shows results in the jet-mass scheme. The black dotted curve is the tree-level
Breit-Wigner, the green short-dashed curves are LL results, blue long-dashed curves are NLL, and the solid red curves are at
NNLL order. For each of the LL, NLL, and NNLL results we show three curves with µΓ = 3.3, 5.0, 7.5 GeV respectively. Other
parameters are discussed in the text.
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FIG. 4: Peak position Mpeak
t of the jet function versus µΓ. Short-dashed results are at LL order, long-dashed are at NLL

order, and solid are at NNLL order. Results are labeled for the pole mass-scheme (blue) and jet mass-scheme (red).

residual µΓ dependence is smaller in the jet-scheme than in the pole-scheme. T he numerical size of the residual µΓ

scale dependence varies region by region. In the pole-mass scheme the scale dependence in the slope before the peak
is ∼ 17% a t N L L and ∼ 14% a t N N L L , while the maximum varia tion near the peak is 23% a t N L L and 17% a t
N N L L , and then in the tail region well above the peak it is ∼ 19% a t N L L and ∼ 13% a t N N L L . H ence, in the pole
scheme including the N N L L results does not significantly decrease the µΓ dependence. In the jet-mass scheme the
scale dependence in the slope before the peak is ∼ 6% a t N L L and ∼ 2% a t N N L L , while the maximum varia tion
near the peak is 14% a t N L L and 7% a t N N L L , and then in the tail above the peak it is ∼ 12% a t N L L and ∼ 5%
a t N N L L . T hus, in the jet-mass scheme the µΓ dependence is reduced by a factor of two or more. T he same level of
improvement is observed for different values of the scheme parameter R than the value used in our analysis.

In F ig. 4 we plot the peak posi t ion Mpeak
t of the jet funct ion curves, versus µΓ . T his figure displays the convergence

and µΓ dependence of the jet funct ion peak posi t ion in more detail than F ig. 3. T he stabili ty of the jet funct ion
peak has a direct influence on the peak of the cross-sect ion, and both are very sensi t ive to the value of the shor t-
distance top-mass. H ence the peak-posi t ion is impor tant to gauge the effect of per turba tive correct ions for the mass
measurement . We use a wider range for µΓ than tha t of the curves in F ig. 3, but note tha t results for µΓ ≤ 3 G e V
upset the hierarchy µΓ/µΛ # 5 and hence can be safely ignored. In the pole-mass scheme we observe tha t there is
limited sign of convergence for the peak posi t ion, although the shifts with µΓ = 5 G e V a t each order are st ill rela t ively
small being # 230 M e V from L L to N L L order and # 120 M e V from N L L to N N L L order. T he lack of convergence

(3 curves vary       ) µΓ

Jain, Scimemi, I.S.

very stable 
perturbative

peak!

42



Implications:

•

Mpeak = mt + Γt(αs + α2
s + . . .) +

QΛQCD

mt

scheme
dependent

scheme
dependent

scheme
independent

good mass scheme gives convergent perturbative series,
and involves a suitable subtraction scale               (like the jet mass)R ∼ Γt

• The definition of nonperturbative parameters is not independent 
from the perturbative corrections.  A cutoff scale R divides
contributions between perturbative and nonperturbative.

• The factorization theorem exhibits good behavior if these two 
cutoff scales R are the same, or related in a fixed way.

• In MC the analog of the second R is the shower cutoff.  
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• One can estimate the perturbative scheme uncertainty 
of the Pythia mass by varying R = 1–9GeV

mt(mt) = 163.0± 1.3 +0.6
−0.3 GeVmt(R) = 172.6± 1.4 GeV

• However it is not so easy to estimate the dependence of the 
“Pythia mass” on the hadronization model or underlying event 
model in the MC, which are analogs of the                         term. 
If this correction in the MC depends on the energy of the 
tops then it will cause a systematic shift between the “LHC 
top-mass” and the “Tevatron top-mass”.

QΛQCD/mt

Hoang et al.
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Extension of  “advanced”  Factorization theorems
 to the full hadron collider environment?

f

H

I

I

J

f

1

2

3

s

soft or Glauber

−

+

J

J
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Threshold Factorization restrict available energy for the 
hadrons so they become “soft”

Towards Factorization at the LHC
Factorization separates scales:

! Hard New Physics from Standard Model
! Pertubative from nonperturbative physics
! Can resum large logarithms
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threshold
H incl → HthrSthr

This limit captures the most singular terms:
in the cross-section. Often they are numerically
important.  The factorization can be used to sum large logs.

αj
s lnk z

z

eg.  

Ahrens et al. (arXiv:0912.3375)

pp→ HX
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Figure 1: Comparison of the complete fixed-order results (solid lines) and the contributions
from the leading singular terms (dashed lines) to the total cross sections for Higgs-boson
production at the Tevatron (left) and the LHC (right). We set µf = mH . Darker lines
represent higher orders in αs.

of the NLO (NNLO) correction to the cross section are due to parton production channels
di erent from gg → H .

In [28] we have investigated for the case of Drell-Yan production the question to what
extent the dominance of the leading singular terms can be justified based on the strong fall-o 
of the parton luminosities. In the present case, setting µf = 120GeV for example, we find
that ffgg(y, µf) ∝ y−a with a ≈ 2.5 for y < 0.05, and ffgg(y, µf) ∝ (1 − y)b with b ≈ 14.5 for
y > 0.3. Due to this strong fall-o , the integral in (1) is dominated by z values near τ . For τ
values exceeding 0.3, the partonic threshold contributions would be enhanced by logarithms of
b ≈ 14.5. However, even at the Tevatron the center-of-mass energy is so high that τ ! 0.02 for
Higgs-boson masses below 300GeV. In this region the cross section (1) is well approximated
by the simple formula [28]

σ ≈ σBorn

∫ 1

0

dz za−1 C(z, mt, mH , µf) ; σBorn = σ0 ffgg(τ, µf) , (10)

with a − 1 ≈ 1.5. Since the weight function za−1 is not strongly peaked near z = 1, the
threshold dominance cannot be explained parametrically in this case. Indeed, we will see later
that threshold resummation alone has a very minor e ect on the predictions for the cross
section. As a side remark, we note that (10) implies the scaling σ ∝ m−2(a−1)

H ≈ m−3
H .

Let us now discuss in more detail the di erent momentum regions that contribute to the
Higgs-boson production cross section. For a not too heavy Higgs boson, the gluon-gluon fusion
process gg → H is well approximated by the e ective local interaction [31–35]

Leff = Ct(m2
t , µ

2)
H

v

αs(µ2)
12π

Gµν,a Gµν
a , (11)

where v ≈ 246GeV is the Higgs vacuum expectation value, and µ denotes the scale at which
the local two-gluon operator is renormalized. The short-distance coe  cient Ct is known up to

5
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Figure 5: The fixed-order (left) and RG-improved (right) cross-section predictions including
perturbative uncertainty bands due to scale variations for the Tevatron (upper) and LHC
(lower plots). Darker bands correspond to higher orders in perturbation theory.

results. This makes it easier to judge the actual size of the perturbative corrections to the
hard-scattering kernels. The results obtained after RG improvement show significantly faster
convergence and reduced scale dependence in higher orders. The NNLO resummed predictions
have a perturbative uncertainty of less than 3% for both the Tevatron and the LHC, while the
scale dependence of the NNLO fixed-order results is approximately ±15% for the Tevatron
and ±10% for the LHC. Numerical values for the cross section at NNLO are shown in Table 1.
The first error accounts for scale variations, while the second one reflects the uncertainty in the
PDFs. The additional uncertainty of ±6% due to the value of αs(m2

Z) is not shown explicitly.
We emphasize that the e ect of RG improvement is significant even at NNLO, where the
resummed cross sections at the Tevatron and the LHC exceed the fixed-order predictions by
about 13% and 8%, respectively (for mH = 120GeV). These di erences are as important
numerically as the di erences between the NLO and NNLO resummed results.

In Figure 6, we show for comparison the results obtained when the PDFs are switched
according to the order of the calculation. When this is done, the higher-order bands obtained

17

Catani et al’03; Moch,Vogt’05; Idilbi et al ’05; 
Ravindran et al’06; Pak et al. ‘09

(CAπαs)n
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Threshold Factorization restrict available energy for the 
hadrons so they become “soft”

Towards Factorization at the LHC
Factorization separates scales:

! Hard New Physics from Standard Model
! Pertubative from nonperturbative physics
! Can resum large logarithms
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threshold
H incl → HthrSthr

eg.  s-channel single top

Kidonakis (arXiv:1001.5034)

q̄′

q

W

t

b̄

Figure 1: Leading-order s-channel diagram for single top quark production.

In the next section we employ the resummation formalism of [7] and extend it to NNLL
accuracy. To achieve NNLL accuracy we calculate the soft anomalous dimension for s-channel
single-top production through two-loops. We then expand the NNLL resummed cross section
through next-to-next-to-leading order (NNLO) in the strong coupling, αs. NNLL resummation
allows the determination of all soft-gluon terms at NNLO, thus improving the results of [7]
where only the first two powers of logarithms were fully computed. The approximate NNLO
expression thus derived here is then used in the following sections to compute numerical results
for the single top and single antitop cross sections at the Tevatron and the LHC.

2 Threshold resummation

In this section we present the analytical form of the resummed cross section for single top quark
production in the s channel. Details of the general resummation formalism for hard-scattering
cross sections [12, 13] and the specific implementation for single top quark processes [7, 8, 9]
have been presented elsewhere, so here we explicitly show only the expressions directly relevant
to NNLL single top quark s-channel production, without a detailed review.

For the process q + q̄′ → b̄ + t, the partonic kinematical invariants are s = (pq + pq̄′)2,
t = (pq−pb̄)

2, u = (pq̄′ −pb̄)
2, s4 = s+ t+u−m2

t , with mt the top quark mass while the b-quark
is taken to be massless [7]. As we approach kinematical threshold the invariant s4 approaches
zero. The soft-gluon logarithms that appear in the perturbative partonic cross section are of
the form lnk(s4/m2

t )/s4. Resummation of the soft-gluon contributions is performed in moment
space, where we define moments of the cross section by σ̂(N) =

∫

(ds4/s) e−Ns4/sσ̂(s4), with N
the moment variable. In the cross section the logarithms of s4 transform into logarithms of N ,
which exponentiate. The resummed cross section in moment space is derived by factorizing the
cross section into hard, soft, and jet functions and solving their renormalization group equations
[12]. For s-channel single top production the resummed partonic cross section is then given by

σ̂res(N) = exp





∑

i=1,2

E(Ni)



 exp [E ′(N ′)] exp





∑

i=1,2

2
∫

√
s

µF

dµ

µ
γq/q

(

Ñi,αs(µ)
)
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2

to NNLO for most singular terms
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Figure 7: The cross section for s-channel single top quark production at the LHC with
√
S = 14

TeV and MSTW2008 NNLO pdf.

Results are shown for the NNLO expansion from both NLL and NNLL resummation. The
NNLL result is larger than the NLL one.

TheK factor, i.e. the ratio of the NNLO approximate cross section to the NLO cross section,
is displayed in Fig. 8 at both NLL and NNLL. Again the K factors are quite insensitive to the
value of the top quark mass. At NLL there is nearly a 10% enhancement over NLO, while at
NNLL there is a 13% enhancement over NLO. The enhancement from soft-gluon corrections is
similar to that for Tevatron collisions and is again quite significant at both NLL and NNLL
accuracy.

Table 1 lists the NNLO approximate cross section at NNLL accuracy for top quark masses
between 170 GeV and 175 GeV for µ = mt at 14 TeV. The scale uncertainty of the results is
±1.8% and the pdf uncertainty at 90% C.L. is +3.9% −3.5%, which is about twice as big as
the scale uncertainty, while at 68% C.L. it is +2.0% −2.2%. For a top quark mass of 173 GeV
the explicit result is

σtop
s−ch(mt = 173GeV,

√
S = 14TeV) = 7.93± 0.14+0.31

−0.28 pb (4.1)

where the first uncertainty is from scale variation and the second is from the pdf error at 90%
C.L.

Fig. 9 shows the NNLO approximate cross section at NNLL accuracy for s-channel single
top quark production at the LHC at the starting energy of

√
S = 7 TeV and also at 10 TeV

and at 14 TeV. The enhancement over NLO at 7 TeV and 10 TeV is very similar to that at 14
TeV, over 13%.

Results for the cross section with µ = mt at 10 TeV and 7 TeV are also displayed in Table
1. At 10 TeV the scale uncertainty of the results is ±1.8% while the pdf uncertainty at 90%

11

This limit captures the most singular terms:
in the cross-section. Often they are numerically
important.  The factorization can be used to sum large logs.

αj
s lnk z

z

47



Threshold Factorization restrict available energy for the 
hadrons so they become “soft”

Towards Factorization at the LHC
Factorization separates scales:

! Hard New Physics from Standard Model
! Pertubative from nonperturbative physics
! Can resum large logarithms

!−

!+p

p

X

X

Focus on the initial state radiation: Drell-Yan pp → X!+!−

Inclusive

X

!+
X

!−

Pa Pb

Inclusive in X
Can’t study ISR

“Isolated”

!−

Soft

Soft

!+

Pa Pb

Jet b Jet a

Zero Central Jets

Threshold

Soft

Soft

!−

!+

Pa Pb

Only Soft Radiation
Tiny cross section

Wouter Waalewijn (MIT) Factorization at the LHC & Beam Functions Boston University 03/01/10 7 / 30

inclusive

Towards Factorization at the LHC
Factorization separates scales:

! Hard New Physics from Standard Model
! Pertubative from nonperturbative physics
! Can resum large logarithms

!−

!+p

p

X

X

Focus on the initial state radiation: Drell-Yan pp → X!+!−

Inclusive

X

!+
X

!−

Pa Pb

Inclusive in X
Can’t study ISR

“Isolated”

!−

Soft

Soft

!+

Pa Pb

Jet b Jet a

Zero Central Jets

Threshold

Soft

Soft

!−

!+

Pa Pb

Only Soft Radiation
Tiny cross section

Wouter Waalewijn (MIT) Factorization at the LHC & Beam Functions Boston University 03/01/10 7 / 30

threshold
H incl → HthrSthr

eg.  pp→ tt̄X dijet invariant mass

Ahrens et al. (arXiv:0912.3375)
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Figure 4: Top: Plot of the ratio K = (dσ/dM)/(dσLO(µf = M)/dM) at the Tevatron and
LHC, with the factorization scale varied in the range M/2 < µf < 2M . The light bands
between the dotted lines are LO, the medium bands between the dashed lines NLO, and the
dark bands between the solid lines NNLO. Bottom: Same as above, but for the invariant mass
distribution dσ/dM instead of the ratio K.

above) at NLO and NNLO. In Figures 2 and 3 we compare the full threshold expansion at
NLO with the two different approximate expansions at the same order, and also show the
approximate expansions at NNLO (these are generated by adding the NNLO corrections to
the full threshold expansion at NLO). In Figure 2 we show the differential cross section as
a function of µf , for two different values of M . We notice that the different approximations
at NLO show better agreement with the full threshold expansion for higher values µf ∼ M ,
especially at the LHC energies, where the NLO approximations at lower values µf ∼ mt/2
differ greatly both from the exact result and from each other. In Figure 3 we show results for
the same approximations at NLO and NNLO, but this time as a function of M . Given the
better agreement at higher µf observed in the previous two figures, we have made the choice
µf = M . We observe that at NLO the approximate threshold expansions recover a significant
portion of the exact NLO correction, both at the Tevatron and LHC. It is not unreasonable
to expect that the same is true of our approximate NNLO results, although they are clearly
no substitute for an actual NNLO computation.

10

to O(α4
s) for most singular terms

This limit captures the most singular terms:
in the cross-section. Often they are numerically
important.  The factorization can be used to sum large logs.

αj
s lnk z

z
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use transverse momenta to avoid beam

NC approximations). For an observable to be continuously global, it has to be sensitive
to all emissions in an event (this is the requirement of globalness), and moreover it should
have definite scaling properties with respect to secondary emission’s transverse momenta
(see sec. 3.1.1 for a mathematical formulation). The continuously global event shapes we
propose fall into three main classes: observables that are directly global, others that are
supplemented with “exponentially suppressed forward terms” and observables with “recoil
terms”.

2.1 Directly global observables

We first consider observables that are defined in terms of all hadrons in the event, therefore
the name ‘directly’ global. The global transverse thrust is defined as

T⊥,g ≡ max
!nT

∑

i |!q⊥i · !nT |
∑

i q⊥i
, (2.1)

where the sum runs over all particles qi in the final state, !q⊥i represents the two momentum
components transverse to the beam, q⊥i its modulus, and !nT is the transverse vector
that maximises the sum. The observable which is resummed is then τ⊥,g ≡ 1 − T⊥,g,
which vanishes in the Born limit. The normalization of event shape observables to a
hard transverse scale of the event is important because it reduces uncertainties associated
with the experimental jet-energy scale, which partially cancel between numerator and
denominator [43]. For most event shapes (except τ⊥,g) the choice of specific hard scale to
which one normalises is arbitrary, and could for example also be the sum of the transverse
momenta of the two hardest jets.

The transverse thrust axis !nT and the beam form the so-called event plane. One can
then define a directly global thrust minor, which is a measure of the out-of-event-plane
energy flow

Tm,g ≡
∑

i |!q⊥i × !nT |
∑

i q⊥i
. (2.2)

In close analogy with the e+e− case [44], one can formulate a transverse spherocity:

Sphero
⊥,g ≡

π2

4
min

!n=(nx,ny,0)

(∑

i |!q⊥,i × !n|
∑

i q⊥i

)2

(2.3)

where the minimisation is carried over all possible unit transverse 2-vectors !n.4 This
variable ranges from 0 for pencil-like events, to a maximum of 1 for circularly symmetric
events.

An alternative observable, which makes use of a linearised version of the transverse
momentum tensor (with direct analogy to the C and D parameters [45] used in e+e−), is

4Numerically, the minimisation is simplified by the observation (based on extensive numerical tests)
that the !n that provides the minimal sum always coincides with the transverse direction of one of the !qi.

5

Banfi, Salam, Zanderighi (arXiv:1001.4082)

global transverse thrust
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The latter have just symmetric scale variation in their uncertainty bands, so we also in-
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Tevatron with a 200 GeV cut on pt1.
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τ⊥,g = 1− T⊥,g

(and many other event shapes too)
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has an exponential rapidity suppression so avoids beam
IS, Tackmann, Waalewijn (arXiv:0910.0467)
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The Beam Thrust Cross Section for Drell-Yan at NNLL Order

Iain W. Stewart, Frank J. Tackmann, and Wouter J. Waalewijn
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Results are presented for the hadronic event shape beam thrust τB, in Drell-Yan pp → X"+"−

events. For τB " 1 we carry out a resummation of αi
s ln

j(τB) corrections at next-to-next-to-leading-
logarithmic (NNLL) order. This represents the first NNLL resummation for a hadron-hadron collider
event-shape. Most hadron collider event shapes are designed to study properties of central jets.
Beam thrust does the opposite, requiring a small beam thrust τB " 1 provides an inclusive veto for
central jets while allowing forward radiation. Beam thrust is one of the simplest hadronic observables
measurable at a hadron collider and can provide crucial tests of our understanding of the initial state
at the Tevatron and LHC.

Introduction and Formalism
NOTE

(mention why DY, )
Event shapes play a vital role in the success of QCD

measurements at e+e− colliders. This includes the mea-
surement of αs(mZ) and the QCD β-function, and the
tuning and testing of Monte Carlo event generators that
are utilized for many other measurements [? ]. Despite
the more complicated environment at hadron colliders,
there is much anticipation [? ] that event shapes can play
a similarly significant role at the Tevatron and LHC. This
includes understanding basic aspects of QCD in high en-
ergy collisions such as the underlying event, initial and
final state radiation, as well as nonperturbative effects.
Recently [? ] a hadron collider event shape τB was in-

troduced, called “beam thrust”. It measures how initial
state radiation in Drell-Yan pp → X$+$− contributes to
the hadronic final state X . Beam thrust is analogous to
thrust for e+e− → jets, but with the thrust axis fixed to
be the proton beam axis. For τB " 1, the hadronic fi-
nal state consists of two back-to-back jets along the beam
axis. The radiation in these jets occurs at measurable ra-
pidities (and they are distinct from the proton remnants).
For τB # 1, the hadronic final state has energetic jets
at central rapidities. Thus, requiring small beam thrust
provides an inclusive veto for central jets, while allowing
forward initial-state radiation.
Experimentally, beam thrust is one of the simplest

hadronic observables at a hadron collider. It requires
no jet algorithms, is boost invariant along the beam
axis, and can be directly compared to theory predictions
without utilizing parton showering or hadronization from
Monte Carlos. Therefore it can provide a key benchmark
for QCD hadronic observables. Beam thrust can be com-
puted directly from the measured energies Ek and rapidi-
ties ηk of the final state hadrons (or pseudo-particles),

τB =
eY B+

a (Y ) + e−Y B+
b (Y )

Q
, (1)

where Q2 and Y are the invariant mass and total rapidity
of the lepton pair. In Drell-Yan, Q measures the hard
scale of the partonic collision. All rapidites are measured
with respect to the z-axis which is taken along the beam

direction. The hadronic momenta

B+
a (Y ) =

∑

ηk>Y

Ek(1 + tanh ηk)e
−2ηk ,

B+
b (Y ) =

∑

ηk<Y

Ek(1− tanh ηk)e
+2ηk , (2)

where the sums run over all particles k with ηk > Y
or ηk < Y as indicated. Unmeasured particles beyond
the rapidity reach of the detector give negligible con-
tributions to τB in the region of interest. Note that
B+

a,b(Y ) are linear in the particles momenta, for exam-

ple B+
a (Y ) =

∑
ηk>Y (Ek − pzk). Hence, τB can be com-

puted before or after adding the four-momenta of parti-
cles when clustering them together. This is in contrast
to event shape variables defined in terms of transverse
energies, such as transverse thrust.

Beam thrust is also theoretically clean. It is infrared
safe, and for small τB an all orders factorization theorem
exists for the Drell-Yan beam thrust cross section [? ].
This allows for a systematic resummation of large loga-
rithms, αs ln

2τB and treatment of fixed order αs correc-
tions. The ingredients for this are anomalous dimensions
and matching coefficients. Once these are known the cal-
culations are analytic up to convolutions with parton dis-
tribution functions. In this paper we report on a next-
to-next-to-leading-logarithmic (NNLL) order calculation
of the beam thrust cross section for τB " 1. Our anal-
ysis includes the three-loop cusp anomalous dimension,
two-loop non-cusp anomalous dimensions, and one-loop
matching coefficients. This represents the first complete
calculation at this order for a hadronic event shape.

Beam Thrust at NNLL

Next we present results for the Drell-Yan beam thrust
cross section at NNLL. Explicitly including the RGE run-
ning in Eq. (??), the differential cross section in q2, Y and
τB is

dσ

dq2dY dτB
= σ0

∑

ij

Hij(q
2, µH)UH(q2, µH , µS) (3)
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Isolated Drell-Yan: Beam Thrust
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b k+
b (Y ) B+

a (Y )= +b+
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! Partonic is not hadronic center of mass
! The leptons tell you the boost: Y

! Boost invariant observable

beam thrust τB =
eY B+

a (Y ) + e−Y B+
b (Y )

Q

! Measure and constrain τB = e−2ycut
B ! 1
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pp→ X!+!−

Isolated Drell-Yan: Factorization Theorem

!−

Soft

Soft

!+

Pa Pb

Jet b Jet a

dσ

dQ2 dY dτB
=

∑

ij

H thr
ij (Q2, µ)

∫
dta dtb Bi(ta, xa, µ) Bj(tb, xb, µ)

× SB

(
Q τB −

ta + tb

Q
, µ

)[
1 + O

(
ΛQCD

Q
,
√

τB

)]

! H = Hthr contains virtual hard corrections
! SB is a matrix element of eikonal Wilson lines
! ij = {gg, uū, ūu, dd̄, . . . }
! σ ∼ σ0(1 + αs ln2 τB + α2

s ln4 τB + . . . ) → large logs!
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Cross Section for Isolated Drell-Yan(2)
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! Differential in τB

! NLO is singular in IR, τB → 0

! Regulated in resummed
perturbation theory

! Resummation of

ln2 τB = 4 ln2 ycut
B

unimportant for ycut
B → 0,

but important for large ycut
B

! NNLL interpolates NLO and NLL
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Factorization theorem proven
Sums t channel singularities for ISR

=
∑

ηk>Y

(Ek − pz
k)

50



Conclusions
αs(mZ)

• Important to properly account for nonperturbative effects.  
SCET factorization theorems provide high precision formalism.

mt

• Improved methods to test the nonperturbative MC correction to the 
top mass are desirable.

• In the future a complete factorization theorem for the top invariant 
mass distribution in                      may allow us to surmount this issue.pp → tt̄X

threshold factorization
• threshold factorization gives simple method to get singular higher order terms

• event shape measurements may improve our understanding of underlying 
event, FSI, ISR,  and nonperturbative effects in top and e.weak processes

hadron-hadron event shapes
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