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Meeting Goals
• Review progress in all areas

• Fastsim, fullsim, background, tools, sites, ... 

• Technical discussions
• computing experts in the same room as detector, 

physics, accelerator experts

• Planning for the next phases
• Support for detector design and physics studies for 

EOY09 document and TDR

• Computing TDR planning
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FastSim
• Technical discussion about FastSim

• Improvements in particle swimming, MC match, Svt 
hit resolution model, IFR model, dE/dx

• Still some issues with BReco, PID selectors

• Lots of results using FastSim
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Full Sim
• Large improvements in Bruno geometry, core

• New G4 version, stepping tuning, physics lists, ...

• Digitization

• Focus on critical elements for TDR
• Emc forward + transition region

• Ifr iron

• scoring volume for background simulation

• Becoming a useful tool
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Background Simulation
• The most important outstanding issue for 

physics
• Dedicated session during this meeting

• Discussion of progress

• Refinement of the technical design

• adoption of a schedule
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Software Releases
• First standalone software release V0.1.0 (R. 

Stroili)
• 189 former BaBar packages imported to Padova 

SVN server
• Approved for public use by BaBar

• Release of physics code under negotiation (approval at Valencia?)

• Code distribution through Linux RPM

• Wiki instructions, web-browsable history, ...

• Few non-expert adopters
• problems installing into protected (protective) areas

• lack of tools (critical manpower need)
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Computing Facilities
• CNAF

• SuperB V0.1.0 release installed

• interactive access

• 100s of CPUs available for batch

• SLAC
• dedicated machine(s) should be setup soon

• UK, Canada
• cycles available in grid farms
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CNAF services/How to work on Fast Simulation

From SuperBWiki

0) You need a valid BaBar account at CNAF, please refere to the official procedure reported at the link 

CNAF services/Account request procedure

1) Login to bastion.cnaf.infn.it (CNAF gateway) and to bbr-serv08.cr.cnaf.infn.it (BaBar SL4 i386 frontend

machine SuperB enabled)

2) Follow the Fastsim Wiki tree instruction

http://mailman.fe.infn.it/superbwiki/index.php/FastSimDoc/standalone#Working_with_a_standalone_SuperB_FastSim_release

3) [Still not working, stay tuned] Running on CNAF batch system (LSF)

- Create your directory into the dedicated disk space

- Write the job script:

- Submit on batch system (queue superb)

ssh -X <user>@bastion.cnaf.infn.it

ssh -X <user>@bbr-serv08.cr.cnaf.infn.it

 mkdir /storage/gpfs_babar6/sb/afella

---------------------------------------------------------------------------------------------

bbr-serv08(~/SuperB/FastSim/V0.1.0_test/workdir)>cat ./FastSim-job.csh

#!/bin/tcsh

echo "Starting FastSim-job"

echo "Setup the environment"

source $SBROOT/bin/superb-env.csh

echo "PacMCApp test launch"

$SBROOT/releases/FastSim/V0.1.0/bin/Linux26SL4_i386_gcc346/PacMCApp PARENT/PacMC/snippet.tcl > \

 /data/PacMC.root 

echo "end"

bbr-serv08(~/SuperB/FastSim/V0.1.0_test/workdir)>

---------------------------------------------------------------------------------------------

chmod 755 FastSim-job.csh

bsub -o FastSim-job.log -e FastSim-job.err -q superb \

-f "/storage/gpfs_babar6/sb/afella/PacMC.root < /data/PacMC.root" ./FastSim-job.csh

A. Fella
http://mailman.fe.infn.it/superbwiki/
index.php/CNAF_services/
How_to_work_on_Fast_Simulation
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Production
• Major milestone for supporting TDR activity
• must integrate ALL aspects of computing

• fullsim, fastsim, background, physics, users, grid, 
releases, bookkeeping, ...

• major technical challenge for computing

• Good discussions during session
• Agreement on a technical implementation plan 

by all concerned parties
• Critical need for support manpower

• Possibility of new manpower from UK
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Production Model
• (Full) Simulate and store background Frames

• Separate collections for Bhabha, pairs, Touschek, ...

• (Fast) Simulate generic backgrounds + signals
• Overlay bkg frames
• hit and cluster merging

• Analysis software in User packages
• filters, sequences, output specification, macros

• In release, allows non-experts to perform a (basic) analysis

• Validation by WG (content) and computing (performance)
• All validated analyses run in parallel

• Central bookkeeping, submission (manpower!)
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Computing Schedule
• Freeze Release V0.1.1 (+V0.0.9) in early July

• V0.0.9 will be the last BaBar parasitic release

• First test production in early fall 2009
• aim for ~100 fb-1 size samples

• main goal: verify production model

• Preliminary production in early 2010
• ~1->10 ab-1 samples

• all sources, analyses, geometries

• Final TDR production in summer 2010
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Computing TDR
• Existing computing model is provisional

• Will not work for the actual experiment

• Must look to new developments for TDR
• gpu, multi-core, low-E, cloud computing, ...

• experience and tools from LHC (+ LHC R&D)

• Planning for TDR R&D must start now
• Opportunities for new contributors!
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Conclusions
• SuperB computing is supporting Detector + 

Physics TDR work
• Impressive results from users

• Outstanding issue: background simulation
• Production planning started

• clear agreement, schedule from this meeting

• major effort over the next months

• Planning for Computing TDR work started
• Intensive R&D needed independent of  Detector

+Physics TDR support work
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